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Abstract
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checks confirm the importance of these additions to the model. The findings highlight the ne-
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“Housing IS the business cycle.”

Leamer (2007)

1 Introduction

The Great Financial Crisis (GFC) exposed major flaws in most structural macroeconomic mod-
els, which were unable to predict the crisis or its severity. As a result, researchers have made two
major additions to the standard model setups. First, the financial sector has been given more
attention and has been included in most models through some form of financial frictions. This is
crucial, as problems in the financial sector can have serious effects on the real economy. Second,
the real estate sector has also been added, as it played a key role in the formation of the crisis.
Since most households’ wealth was built either directly from real estate or by borrowing against
its value, the significant drop in house prices had a ripple effect that impacted the financial
sector. Therefore, both of these features played a crucial role in the development and transition
of the crisis, not only in the U.S. but also in most European countries.

However, one aspect of the real estate sector that has received less attention in Dynamic
Stochastic General Equilibrium (DSGE) models is the housing supply. Most models that include
a housing sector (Iacoviello (2005), Gerali et al. (2010)) assume a fixed housing supply, leaving
out a crucial component of the story. While some models have included the supply side (Davis
and Heathcote (2005), Darracq-Paries and Notarpietro (2008), Iacoviello and Neri (2010), Sun
and Tsang (2017)), they do not match this variable with data during the estimation step. This
paper focuses on the housing supply sector and shows that the trajectory and severity of the
GFC in the U.S. can be accurately forecasted with the inclusion of data on new houses during
estimation. In other words, it is not enough to simply extend a model to include the housing
supply sector, but data on new houses is also necessary for accurate forecasting. By including
both aspects, the gains in forecasting accuracy are significant.

In order to achieve accurate forecasting, I develop a DSGE model that extends the work of
Giri (2018). The model includes a sophisticated financial sector with an interbank market, where
banks can choose to forward household savings into the market or invest them in government
bonds. However, banks have limited enforcement over the health of deficit banks that may
optimally default on interbank loans. Deficit banks forward these loans to households and
entrepreneurs who are limited in the amount they can borrow. When the value of real estate
decreases, the collateral value also falls, leading to decreased borrowing capacity for households.
This can lead to trouble for banks that issued these credits, and they may choose to default on
some of their interbank loans. In addition to the real estate sector of Gerali et al. (2010) with
fixed housing supply, I add an endogenous housing supply sector to the model. This new housing
supply is created by hand-to-mouth consumers, which amplifies responses on the real side of the
economy stemming from financial and/or real shocks. As these construction workers consume
all their income in each period, troubles in the housing market can quickly amplify through their
consumption demand into the real sector. In this model setup, two types of households, savers
and borrowers, demand this newly produced housing supply for utility and saving needs in each
period and also sell the non-depreciated housing. Thus, the inclusion of an endogenous housing
supply sector allows for a more accurate representation of the dynamics of the housing market,
its interactions with the broader economy, and leads to stronger effects on the business cycle.

In order to provide a comprehensive analysis of the importance of both features combined,
I conduct an extensive and rigorous robustness check. Specifically, I compare the newly built
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extended model, which incorporates the housing supply data and features construction workers,
to various versions of itself and a baseline model. The baseline model, which was developed by
Giri (2018), serves as a comparison point for two reasons. Firstly, it forms the foundation of
the extended model, and therefore a comparison between the two ensures that any differences
arise solely from the extension and the additional information provided by more data. Secondly,
the baseline model can be regarded as a representative model for the class of medium-scale
DSGE models frequently used in central banks and policy institutions, as it builds on the work
of Smets and Wouters (2007) and features a more sophisticated financial sector and a fixed
housing supply.

Moreover, the comparison between the extended model and the ”enhanced” version of the
Smets and Wouters (2007) model, which was introduced by the baseline model, reinforces the
main argument of this paper. Namely, that the additions of a more sophisticated financial sector
and an endogenous housing supply significantly enhance the forecasting accuracy of the model
during the GFC. The fact that the extended model outperforms the ”enhanced” version of the
Smets and Wouters (2007) model, that includes the same financial sector and ”only” a fixed
housing supply, implies that the former is compared to a higher benchmark.

The main robustness check is conducted by comparing two versions of the extended model
to the benchmark model. The first version uses the same data for estimation and forecasting
as the benchmark model, which does not include data on housing supply and only features one
series on fixed private investment (FPI). Therefore, any differences in performance between the
two versions could only arise from differences in the model itself. The second version splits
FPI into residential and nonresidential investment, potentially including more information. The
results of this comparison indicate that both robustness check versions perform very similarly to
the benchmark model when it comes to forecasting the GFC. Therefore, I am confident in the
finding that the combination of the extended model and the housing supply data is necessary
to enhance the forecasting accuracy of the model during periods of economic crisis.

Analyzing the estimation results, through IRF’s and posterior density analysis, shows two
main drivers behind the GFC and its propagation. First, negative housing demand shocks
are crucial in understanding the dynamics. They immediately lead to lower housing demand
and thus lower housing supply, which propagates - through workers in the construction sector
lowering their consumption - into the real economy and lowers consumption and thus output.
Households also reduce their demand for loans, increasing stress in the financial markets that
again accelerate the effects on the real economy. The inclusion of housing supply helps identify
the true size of these (negative) housing demand shocks that the baseline version is not able to
do. The second aspect comes from an increase in the cost of adjusting prices for intermediate
goods and especially in the cost of adjusting wages. Since there is no employment in this model,
adjusting wages is the only way to react to macroeconomic deviations. Making this harder not
only increases the severity of shocks but also the propagation through the economy, which takes
considerably longer. These two aspects combined really help forecast and understand the GFC
of 2008.

In response to the financial crisis and the accompanying economic downturns, many cen-
tral banks around the world, including the Federal Reserve and the European Central Bank,
implemented unconventional monetary policy known as forward guidance, which involves clear
communication of the central bank’s plans for adjusting policy rates in the future. By promising
to maintain a lower nominal policy rate for an extended period, central banks can stimulate
aggregate demand and mitigate the effects of the crisis. However, the zero lower bound presents
a significant challenge to modeling this policy, as linear functions cannot approximate the non-
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linear kink. To address this issue, I use the novel method introduced by Kulish et al. (2017),
which uses regime changes to approximate the full non-linear solution with a piecewise linear
one, enabling likelihood estimation. I extend this method to a more complex model with finan-
cial frictions, using the code from Holden (2012) to log-linearize the equations. Additionally, I
simplify the Metropolis-Hastings algorithm used for estimation to reduce the required time by
half. My analysis focuses on calendar-based forward guidance, where agents expect the fixed
rate regime to continue for a specific number of periods before a Taylor-style rule is reintroduced.
Campbell et al. (2012) call this approach Odyssean forward guidance as compared to Delphic
forward guidance. This approach has limitations, as it may prevent central banks from reacting
to urgent issues, but it can still reduce uncertainty and have macroeconomic effects.

This paper falls into various strands of literature in the macroeconomic field of research.
On the modeling side these contain the inclusion of financial frictions as well as an endogenous
housing supply sector into DSGE models. Another one is on the solution method and inclusion
of unconventional monetary policy that is enabled by this method. The last strand covers
(real-time) forecasting exercises and there particularly for the Great Financial Crisis.

Regarding the inclusion of financial frictions, the main building blocks have already been
around prior to the GFC but were not considered to be important and thus not part of the
main models. This, of course, changed quickly with the transition of shocks stemming from
the financial sector into the real economy. The role of financial frictions is to introduce some
form of difficulty in firms financing - a friction - through which aggregate disturbances become
amplified and propagated across the economy. Two of the main contributions in this field are the
financial accelerator by Bernanke et al. (1999) and the borrowing constraints by Kiyotaki and
Moore (1997). The latter was developed further and used by Iacoviello (2005) in the context of
housing, a sector that was also neglected as a primary source of the business cycle. Thus, in this
model, entrepreneurs’ level of borrowing is constrained by their level of capital and impatient
households’ borrowing is constrained by their level of housing. This gives rise to housing playing
a key role during the business cycle in enabling agents to borrow more or less depending on its
value. Other important work in that field came from Gerali et al. (2010), Darracq-Paries and
Notarpietro (2008), Iacoviello and Neri (2010), and Sun and Tsang (2017) where the last three do
feature endogenous housing. Around that time, after the GFC, including a more sophisticated
financial and banking sector in DSGE models became a much larger priority and thus many
more models evolved. An incomplete list consists of Dib (2010a,b), Gertler and Kiyotaki (2010),
and Gertler and Karadi (2011), many of which were also studying the interaction of the banking
sector with conventional and unconventional monetary policy, similar to this paper.

The second strand of literature is about the inclusion of unconventional monetary policy
and there specifically forward guidance into DSGE models, which became necessary since the
nominal rates started being binding at the zero lower bound in early 2009. One of the earlier
contributions which showed that the adjustment of expectations on future rates, through credible
commitment of the central bank, can have sizable impacts on current macroeconomic outcomes
was Eggertsson and Woodford (2003). It is also well documented that in forward looking models
with rational expectations, such as the present one, forward guidance can have much larger than
expected responses of aggregate variables, Del Negro et al. (2012) call this the forward guidance
puzzle. This phenomenon is being used here to pin down the sequence of expected durations in
estimation. Other varieties of unconventional monetary policy such as quantitative easing (QE)
are not covered, as it would be beyond the scope of this paper.

The last important strand of literature this paper touches on is the one that covers forecasting
comparisons of DSGE models. Christoffel et al. (2011) and Del Negro and Schorfheide (2013)
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are not only the standard work regarding the current theory of forecasting but also features a
forecasting comparison as well as a summary of papers that do similarly. Within this field there
is a subfield that works on real-time data vintages. A main motivation for the current paper
is the work by Kolasa et al. (2012) that puts the standard medium-scale Smets and Wouters
(2007) model to a real-time forecasting test versus the Survey of Professional Forecasters (SPF)
and some DSGE-VARs. They find that this set of models does relatively well, especially once
the forecasts are conditional on SPF nowcasts. Kolasa and Rubaszek (2015) perform a similar
exercise, but now this time they focus on various implementations of financial frictions. They
find that including a housing market helps outperforming frictionless and other financial frictions
models. The way they include housing follows the setups of Iacoviello (2005) and Gerali et al.
(2010). A very different approach is chosen by Gelfer (2019) where relatively standard models
are estimated in a data-rich environment, which incorporates a dynamic factor model setup and
enables the use of a large data set. This extension does yield very good forecasting performance
improvements that outperform SPF and DSGE models that were not estimated in this way.
This paper, unfortunately, does not use real-time data sources, which makes the comparison
to SPF vintages rather difficult. Two other important papers in this literature are Edge and
Gürkaynak (2010) and Cai et al. (2019) that also check the importance and quality of (real-time)
forecasting performance of modern DSGE models.

Recently, there have also emerged other methods to estimate DSGE models that include the
zero lower bound, some of which are closely related to the one used in this analysis. Using the
full non-linear solution for estimation is one of them which is computationally very demanding
and involved. Another, quickly growing strand of this literature, is the one that incorporates
occasionally binding borrowing constraints. The two main methods there were developed by
Guerrieri and Iacoviello (2015) and Holden (2016), and both use some form of piecewise linear
solutions to approximate the full non-linear one. In that sense they are comparable to the present
one from Kulish et al. (2017) as they use a guess and verify approach to find the expected duration
which then gives the same reduced form matrices. Since they determine their durations through
specifying a sequence of shocks, to keep the interest rate at the zero lower bound, they are thus
not able to let the data determine them and estimate the expected durations which is done here.
The occasionally binding constraints has also been used recently by Böhl (2021) with a much
more sophisticated approach that made it also possible to estimate expected durations. A third
strand is where Markov switching methods are implemented to account for zero lower bound
periods such as Binning and Maih (2016). The drawback there is that the zero lower bound is
binding at each period with the exact same probability, thus making transitions to and from it
equally likely at each point in time which makes it impossible to estimate expected durations.

The rest of the paper is organized as follows, Section 2 describes the model in detail, Section
3 discusses the solution method, Section 4 shows the estimation and forecasting methodology,
then there is an analysis of these forecasts in Section 5, and Section 6 concludes.

2 The Model

The models used for this analysis are the one of Giri (2018) and an extension thereof, which is
derived and explained below. The main reason for this choice is that the original model is based
on the widely used work of Gerali et al. (2010) that already introduces a real estate and financial
sector into an otherwise relatively standard DSGE model and further enhances the financial
sector. Its central question is the evaluation of default risk on the banking market and the
transmission into the real economy. For this purpose Giri (2018) adds to the framework laid out
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by Gerali et al. (2010) some features proposed in Dib (2010a). In the resulting interbank market,
banks can either invest their liquidity into risky interbank lending or into safe government bonds.
The riskiness comes from the fact that banks can endogenously default on their borrowing. In
its general transmission characteristics, not of the financial side however, it closely follows the
seminal work of Smets and Wouters (2007). This is widely regarded as the workhorse model in
modern macroeconomics and does - supposedly - quite well in forecasting important endogenous
variables over the business cycle. They all belong to the class of medium sized DSGE-models
and for that reason, the model of Giri (2018) is from now on referred to as the baseline model
to which the extended model that is derived below is compared to.1

The model developed on the baseline model and described below is referred to as extended
model and features an endogenous real estate sector in which hand-to-mouth consumers work
to build new housing. There are three kinds of households populating the economy. These are
patient, impatient, and hand-to-mouth consumers. The first two are standard in the literature
with housing first introduced by Iacoviello (2005). The goal there is that the (representative)
patient household has a higher intertemporal discount factor than the (representative) impatient
household. This makes them net savers and thus they decide on how much to consume, to work,
to purchase new housing, and to save - as deposits - at the surplus bank. Similarly, this setup
makes impatient households net borrowers. Hence, they decide on how much to consume, to
work, to purchase new housing, and to borrow from the deficit bank to finance a share of
their consumption. This saving is done against collateral, which in the case of the impatient
households is the present expected value of their housing assets (Kiyotaki and Moore (1997)).
This means the more real estate they own in general, the more they are able to borrow against
that using it as collateral. The amount of housing is not the only thing that determines the level
of collateral. Its price is equally as important as it interacts in setting the value of the asset class
housing. Thus, a drop in house prices lowers the value of collateral, which in turn makes it harder
to borrow for impatient households. Hand-to-mouth households are the only ones working in
the housing market and consume their income each period in its entirety. These construction
workers thus, through their supply of labor and correlated consumption levels, transmit the
housing cycle into the real economy. The entrepreneurs hire three kinds of labor to produce
the intermediate good as well as new houses, which they then sell to final good producers and
households respectively. What matters in this model is new housing services for utility and
borrowing reasons. Households’ demand for new housing equals new houses produced by the
entrepreneur in every period. The surplus bank receives saving from the patient households,
which they can either forward into the interbank market or save in government bonds. The
deficit bank takes loans on the interbank market and hands out funds to impatient households
and entrepreneurs. It can also decide to default on its interbank loans. The monetary authority
follows a standard Taylor type rule on how to set the nominal interest rate.

2.1 Households and Entrepreneurs

2.1.1 Patient Households

In every period, a continuum of patient households choose their preferred levels of consumption
cPt (i), housing h

P
t (i), and deposits dPt (i) with the intention to maximize their utility function:

1For a detailed description of the baseline model, the interested reader is referred to the original work of Giri
(2018).
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E0

∞∑
t=0

βtP

[
(1− aP )εzt log(c

P
t (i)− aP cPt−1) + εht log(h

P
t (i))−

lPt (i)
1+ϕ

1 + ϕ

]
(1)

They receive utility from consumption, which they are smoothing across time through the
parameter aP , new housing services, and negative utility from working lPt (i). In the equation
above, βP denotes the intertemporal discount factor of these patient households and aP the
consumption habit formation term. As in Gerali et al. (2010), one minus this habit term is
premultiplied to offset its effect on the steady state marginal utility of consumption. εzt represents
a consumption preference shock and εht is a similar shock to demand of new housing. The process
for consumption preferences holds across all three types of households whereas the housing
demand shock is only incorporated in the patient and impatient households utility functions. ϕ
measures the disutility of labor and the budget constraint is given by:

cPt (i) + qht h
P
t (i) + dPt (i) = wP

t (i)l
P
t (i) + qht (1− δh)hPt−1(i) +

(1 + rdt−1)

πt
dPt−1(i) + J t

t + Jsb
t + Tt

(2)

On the expenditure side, the patient household consumes, purchases new housing services
at the real price qht and allocates the amount dPt (i) as savings at the surplus bank. The income
side features hourly wages earned for working in the production sector wP

t (i), returns on savings
with the deposit interest rate rdt , income from selling not depreciated, at rate δh, housing, and
πt denoting net inflation. Furthermore, patient households own the final good producing firm,
as well as the surplus bank, and receive all the profits earned in those sectors. Tt denotes net
(lump-sum) transfers from the government. This setup makes patient households net savers
such that the they are placing a fraction of their income as deposits in the banking sector. All
variables are expressed in real terms.

2.1.2 Impatient Households

Similar to the patient households described above, a continuum of impatient households also
choose their preferred levels of consumption cIt (i) and new housing hIt (i) to maximize utility.
Since they value consumption in the current period more, compared to the patient households,
they are net borrowers and thus obtain loans bIt (i) from the deficit bank to partially finance
some of their spending.

E0

∞∑
t=0

βtI

[
(1− aI)εzt log(c

I
t (i)− aIcIt−1) + εht log(h

I
t (i))−

lIt (i)
1+ϕ

1 + ϕ

]
(3)

The two shock processes εzt and εht are the same as in the patient households utility function
and βI is smaller, in absolute terms, than βP . aI again measures habit formation and ϕ the
disutility of hours worked lIt (i). The budget constraint for impatient households is given by the
following expression.
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cIt (i) + qht h
I
t (i) +

(1 + rbIt−1)

πt
bIt−1(i) = wI

t (i)l
I
t (i) + qht (1− δh)hIt−1(i) + bIt (i) + (1− Ω)Jdb

t (4)

rbIt denotes the interest rate on loans from the deficit bank and (1 − Ω)Jdb
t the fraction of

profits that flow to the impatient households. They also work in the production sector, earn
hourly wages wI

t (i), and purchase and sell new housing at real price qht .
Following Kiyotaki and Moore (1997), the impatient households face a constraint on how

much they can borrow from the banking system. They use their housing stock as collateral
while borrowing. The expected value of this collateral must guarantee repayment of the loans
and interest.

(1 + rbIt )bIt (i) ≤ mI
tEt

[
qht+1(1− δh)hIt (i)πt+1

]
(5)

Borrowing constraints of the form seen in equation (5) are common in this literature and can
be found - among others - in Iacoviello and Neri (2010). mI

t denotes the stochastic loan-to-value
(LTV) ratio for mortgages that follows an exogenous AR(1) process and gives the level of credits
banks can offer to impatient households for the given discounted level of collateral. The shocks
are assumed to be small enough for the borrowing constraint to always be binding.2

2.1.3 Hand-to-Mouth Households

A new feature to this model is the inclusion of hand-to-mouth (HTM) households similar to
Boscá et al. (2020). They are the only ones that work in the housing production sector and
consume the entirety of their income in every period and thus amplify business cycle movements
coming from this sector. Hence, the utility function depends on their level of consumption cMt (i)
and hours worked lMt (i). They do not save, borrow, or spend resources on purchasing housing
services.

E0

∞∑
t=0

βtM

[
(1− aM )εzt log(c

M
t (i)− aMcMt−1)−

lMt (i)1+ϕ

1 + ϕ

]
(6)

Subject to the budget constraint given by.

cMt (i) = wM
t (i)lMt (i) (7)

2.1.4 Entrepreneurs

The economy is populated by a continuum of self employed entrepreneurs that do not only
produce the intermediate good but also the real estate newly supplied, that is thus endoge-
nously determined in this model. Each entrepreneur chooses consumption cEt (i), capital used
for production of intermediate goods and housing supply, kEt (i), k

Eh
t (i), labor from patient,

impatient and hand-to-mouth households, lE,P
t (i), lE,I

t (i), lE,M
t (i), the level of loans obtained

2From this assumption, as in Iacoviello (2005), it follows that (1 + rbt )b
I
t (i) = mI

tEt

[
qht+1(1− δh)hI

t (i)πt+1

]
holds in every period.
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from the banking system, bEt (i), and the degrees of capital utilization in intermediate goods
and housing production sectors, ut(i), u

h
t (i). Similarly to impatient households described above,

entrepreneurs are also net debtors and are thus constrained as well. Other than impatient
households, however, they do not use the expected value of their housing as collateral but their
expected value of capital for both sectors.

The entrepreneurs’ utility function only depends on consumption, as has been done several
times in similar models like e.g. Sun and Tsang (2017), and is not affected by the consumption
preference shock seen for households.

E0

∞∑
t=0

βtE
[
(1− aE) log(cEt (i)− aEcEt−1)

]
(8)

The associated budget constraint of each entrepreneur is expressed below.

cEt (i) + wP
t l

EP
t (i) + wI

t l
EI
t (i) + wM

t l
EM
t (i) +

(1+rbEt−1)

πt
bEt−1(i) + qkt k

E
t (i) + f(ut(i))k

E
t−1 + k̄t

+plt
(
l̄t(i)− l̄t−1(i)

)
+ qkht kEh

t (i) + g(uht (i))k
Eh
t−1 =

yEt (i)
xt

+ bEt (i) + qkt (1− δ)kEt−1 + qht IHt(i) + qkht (1− δkh)kEh
t−1

(9)

The prices for capital in terms of consumption are qkt and qkht . δ and δkh represent the rates
of depreciation of capital used in producing intermediate goods and housing supply respectively.
k̄t denotes intermediate inputs for housing production and l̄t is the land used which has a price plt
and is set to unity. f(ut(i))k

E
t−1 and g(uht (i))k

Eh
t−1

3 are the real costs of setting utilization rates
(ut(i) and u

h
t (i)) in the two sector and 1/xt is the relative competitive price of the intermediate

good produced.

f(ut(i)) = ξ1(ut(i)− 1) +
ξ2
2
(ut(i)− 1)2 (10)

g(uht (i)) = ξ1(u
h
t (i)− 1) +

ξ2
2
(uht (i)− 1)2 (11)

The entrepreneurs utilize the following two Cobb-Douglas production functions to produce
the intermediate good and new housing supply. Both feature distinct shocks to the respective
level of total factor productivity, aEt and aHt . It is important to mention that house prices are
flexible and are not constrained by any frictions.

yEt (i) = aEt
(
kEt−1(i)ut(i)

)α (
lEP
t (i)µlEI

t (i)1−µ
)1−α

(12)

IHt(i) = aHt

(
kEh
t−1(i)u

h
t (i)

)µk

k̄µb
t l̄

µl
t−1l

EM
t (i)1−µk−µb−µl (13)

As can be seen from equation (13), HTM-households are the only ones employed in the house
production sector, whereas patient and impatient households work in the intermediate goods
sector, (12), where µ measures the labor income share of patient households. As emphasized
earlier, entrepreneurs are also subject to a borrowing constraint which states that the amount
the bank is willing to lend is constrained by the expected value of the entrepreneurs physical
capital in both sectors.

3The functional forms of equations (10) and (11) follow Schmitt-Grohé and Uribe (2005).
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(1 + rbEt )bEt (i) ≤ mE
t Et

[(
qkt+1(1− δ)kEt (i) + qkht+1(1− δkh)kEh

t (i)
)
πt+1

]
(14)

Similarly to the impatient households, mE
t is the stochastic LTV ratio. And the assumption

is again that the size of the shock is sufficiently small, such that the constraint always binds in
a neighborhood of the steady state.

2.2 Labor Market

Each kind of worker offers a differentiated type of labor to labor unions. The market has three
types of unions for each labor type, one for patient households, one for impatient households,
and one for HTM-households. The role of the union is to set optimal nominal wages for all of
their members. To achieve this they are constrained by downward sloping demand and quadratic
adjustment costs (parameterized by κw) that feature indexation to a weighted average of lagged
inflation, with weight ιw, and steady state inflation, with weight (1 − ιw). The demand comes
from labor packers which the unions sell the labor to, that combine them via a CES aggregator,
incorporating the stochastic wage markup shock εlt, to homogeneous goods. Therefore, there are
three homogeneous labor goods the packers then further sell to entrepreneurs used in production.

For x ∈ (P, I,M) and each labor type m the unions maximize:

max
Wx

t (m)
Et

∞∑
t=0

βtxλ
x
t

[
W x

t (m)

Pt
lxt (i,m)− κw

2

(
W x

t (m)

W x
t−1(m)

− πιwt−1π̄
(1−ιw)

)2 W x
t

Pt
− lxt (i,m)1+ϕ

1 + ϕ

]
(15)

s.t. lxt (i,m) =

(
W x

t (m)

W x
t−1(m)

)−εlt

lxt (16)

2.3 Capital Market

The capital market is segmented into two parts, one for the physical capital used in the pro-
duction of the intermediate good, and one for the physical capital used in the production of
housing supply. In each competitive sector there is a continuum of capital producers that buy
last periods undepreciated capital (1 − δ)k from the entrepreneurs at real price qt and it units
of the final goods from the retailers. With these inputs they produce new physical capital that
is then sold to entrepreneurs who use it for production. The transformation of final good to
capital, however, is costly and thus capital producers have to pay quadratic adjustment costs
that are parameterized by κi and κih respectively.

The capital producers maximize:

max
it

Et

∞∑
t=0

βtEλ
E
t

[
qkt (kt − (1− δ)kt−1)− it

]
(17)

s.t. kt = (1− δ)kt−1 +

1− κi
2

(
itε

qk
t

it−1
− 1

)2
 (18)
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max
iht

Et

∞∑
t=0

βtEλ
E
t

[
qkht (kht − (1− δh)kht−1)− iht

]
(19)

s.t. kht = (1− δh)kht−1 +

1− κhi
2

(
iht ε

qk
t

iht−1

− 1

)2
 (20)

In the resulting equations of the Tobin’s Q form, εqkt denotes the shock to the efficiency of
investment in both sectors.

2.4 Final Goods Market

The retailers in the final goods market face monopolistic competition as is standard in the
literature. They buy intermediate goods from entrepreneurs and combine them costlessly into
a homogeneous final good. The prices they set are sticky and indexed to past and steady state
inflation with weight ιp. The profit maximization problem is given by:

max
Pt(j)

Et

∞∑
t=0

βtPλ
P
t

[
Pt(j)yt(j)− PW

t yt(j)−
κp
2

(
Pt(j)

Pt−1(j)
− π

ιp
t−1π̄

(1−ιp)

)2

Ptyt

]
(21)

κp determines the level of adjustment costs, the retailers have to pay when changing prices.
Final goods producers are constrained by the demand for their goods, which comes from con-
sumers’ maximization, where εyt is a stochastic markup shock.

yt(j) =

(
Pt(j)

Pt

)−εyt

yt (22)

2.5 Banking Market

The banking system of the model is taken from Giri (2018), who combines the setups of Gerali
et al. (2010) and Dib (2010a) into one. Overall, there are two sides to the interbank market, the
surplus banks that take deposits from patient households and deficit banks that hand out loans to
impatient households and entrepreneurs. Both banks are further divided into a wholesale branch
and a retail branch. The deficit banks’ retail branches operate under monopolistic competition
and set the interest rates on loans given. The wholesale branch chooses the optimal balance
sheet of the bank. To introduce default risk in the banking sector, the deficit bank can decide
to default over its interbank market borrowing. The retail branches of the surplus bank gather
savings from patient households while the wholesale branch decides how these are further used.
They can thus decide either to buy government bonds or forward them into the interbank market
towards the deficit bank. As the deficit bank can decide to default on loans the surplus bank
has to pay such that it can get information on the market status. These monitoring costs also
increase with the amount of interbank lending.

10



2.5.1 Deficit Bank: Wholesale Branch

As described above, the wholesale branch of the deficit bank is responsible for the optimization
of the balance sheet. The bank is assumed to be owned by impatient households which yields
that the stochastic discount factor of the bank is equal to the households marginal utility of
consumption. Each branch operates under perfect competition and combines bank capital Kb

t

and interbank loans IBt to issue loans Bt, which gives the balance sheet with a stochastic balance
sheet shock εkbt .

Bt = IBt +Kb
t + εkbt (23)

Bank capital evolves according to the following law of motion:

Kb
tπt = (1− δb)K

b
t−1 +ΩJdb

t−1 (24)

δb denotes the rate of depreciation of bank capital between periods and Ω is the share of
profits used for bank capital accumulation. The problem for the wholesale branch of the deficit
bank is to choose optimal levels of loans to impatient households and entrepreneurs Bt, borrowing
from the surplus bank IBt, and interbank borrowing defaults δdt to maximize the discounted
sum of cash flows:

max
Bt,IBt,δdt

E0

∞∑
t=0

βtIλ
I
t

[
(1 +Rb

t)Bt −Bt+1πt+1 − (1 + ribt )(1− δdt )IBt + IBt+1πt+1 (25)

+
(
Kb

t+1πt+1 −Kb
t

)
−ACkb

t −ACδ
t

]
Rb

t describes the net wholesale loan rate and ribt is the net interest rate on interbank loans
obtained from the surplus bank. ACkb

t , and ACδ
t stand for the capital requirement of the deficit

bank and the penalty cost the bank has to pay the period after defaulting.

ACkb
t =

κkb
2

(
Kb

t

Bt
− νb

)2

Kb
t (26)

ACδ
t =

χdb

2

(
IBt−1δ

d
t−1

πt

)2

(27)

Using the balance sheet constraint twice, at time t and t+1, the objective can be simplified
to:

max
Bt,IBt,δdt

E0

∞∑
t=0

βtIλ
I
t

[
Rb

tBt − (1 + ribt )δ
d
t IBt − ribt IBt −ACkb

t −ACδ
t

]
(28)

Combining the optimality conditions with respect to Bt and IBt yields an expression for
the wholesale loan rate that links it not only to the degree of leverage - that is given by Bt/K

b
t

11



- but also to the adjustment costs the deficit bank has to face in case of default. This means
that the wholesale rate depends positively on the expected value of defaults such that more
interbank defaults will increase the rate. Similarly, undercapitalization increases the wholesale
rate as well.

Rb
t = ribt − δdt (1 + ribt )− κkb

(
Kb

t

Bt
− νb

)(
Kb

t

Bt

)2

+ βIχdbEt

{(
δdt
πt+1

)2

IBt
λIt+1

λIt

}
(29)

The remaining optimality condition states the amount of interbank defaults.

δdt = Et

(
λIt (1 + ribt )π

2
t+1

βIλIt+1χdbIBt

)
(30)

Equation (30) shows that interbank defaults increase with the higher interest rate and de-
crease with the amount of interbank borrowing. Giri (2018) added an interbank default shock in
that equation, which is removed for this analysis to keep the shock dimension slightly smaller. It
was, however, the main aspect of that work and its transition dynamics through the model are
documented there. The last remaining equation governing the wholesale branch of the deficit
bank is the definition of its profits that are given by subtracting costs from revenues.

Jdb
t = rbIt b

I
t + rbEt bEt + (1 + ribt )δ

d
t IBt −ACkb

t −ACδ
t (31)

2.5.2 Deficit Bank: Retail Branches

The under monopolistic competition operating retail branches of the deficit bank supply the loans
to the two constraint sets of agents, impatient households and entrepreneurs, for which they can
also set the interest rates. The retail branch receives real loans Bt(j) from the wholesale branch
at interest rate Rb

t . They then costlessly differentiate and forward them asking two different
markups. Adjusting the two respective interest rates is costly for the retail branch, that has
to pay quadratic adjustment costs with shift parameters κbI and κbE . Each retail branch j
maximizes its objective subjective to loan demand of impatient households and entrepreneurs4

and its maximization problem reads as follows:

4Loan demands, as well as deposit demand, are modelled following Gerali et al. (2010). They follow a Dixit-
Stiglitz framework and thus are assumed to be a constant elasticity of substitution combination of slightly differ-
entiated products. The important components are the stochastic elasticity terms εxt
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max
rbIt (j),rbEt (j)

E0

∞∑
t=0

βtIλ
I
t

[
rbIt (j)bIt (i) + rbEt (j)bEt (i)−Rb

tBt(j)−ACκbI
t −ACκbE

t

]
(32)

bIt (i) =

(
rbIt (j)

rbIt

)−εbIt

bIt (33)

bEt (i) =

(
rbEt (j)

rbEt

)−εbEt

bEt (34)

ACκbI
t =

κbI
2

(
rbIt (j)

rbIt−1(j)
− 1

)2

rbIt b
I
t (35)

ACκbE
t =

κbE
2

(
rbEt (j)

rbEt−1(j)
− 1

)2

rbEt bEt (36)

Using the fact that Bt(j) = bIt (j)+ b
E
t (j), imposing a symmetric equilibrium in both sectors,

and taking first order conditions yields the optimal loan demand interest rates where Λt is the
markup defined from εt =

Λt
Λt−1 .

1− ΛbI
t

ΛbI
t − 1

+
Rb

t

rbIt

ΛbI
t

ΛbI
t − 1

−κbI

(
rbIt
rbIt−1

− 1

)
rbIt
rbIt−1

+ βIEt

λIt+1

λIt
κbI

(
rbIt+1

rbIt
− 1

)(
rbIt+1

rbIt

)2
bIt+1

bIt

 = 0 (37)

1− ΛbE
t

ΛbE
t − 1

+
Rb

t

rbEt

ΛbE
t

ΛbE
t − 1

−κbE

(
rbEt
rbEt−1

− 1

)
rbEt
rbEt−1

+ βEEt

λEt+1

λEt
κbE

(
rbEt+1

rbEt
− 1

)(
rbEt+1

rbEt

)2
bEt+1

bEt

 = 0 (38)

2.5.3 Surplus Bank: Wholesale Branch

The surplus bank is modeled as in Dib (2010a) such that it collects deposits from the only savers
in the economy, the patient households, and either forwards them into the interbank market or
decides to purchase government bonds instead. It is, in contrast to the deficit bank, owned by
the patient households and thus transfers its profits to them. The wholesale branch maximizes
its objective subject to the balance sheet:
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max
st

E0

∞∑
t=0

βtPλ
P
t

[
(1 + ribt )stDt(1− δdt )− st+1Dt+1πt+1 + (1 + rt)(1− st)Dt

− (1− st+1)Dtπt+1 − (1 + rt)Dt +Dt+1πt+1 −ACm
t

]
(39)

s.t. IBt +GBt = Dt (40)

ACm
t =

Θ

2
[(st − s̄)Dt]

2 (41)

st denotes the share the wholesale branch invests into the interbank market, thus stDt is the
share of deposits in the interbank market and (1− st)Dt the opposite share of deposits held as
government bonds. The surplus bank has to pay monitoring costs on the interbank market that
increase with the size of interbank lending. To receive the optimal supply of funds going to the
deficit bank st, equation (40) is substituted twice into the objective and then solved.

st = s̄+
ribt − δdt (1 + ribt )− rt

ΘDt
(42)

Equation (42) shows on what the wholesale branch’s decision for distributing its funds de-
pends. Higher interbank interest rates makes the bank want to put a higher share of its collected
deposits in the interbank market. This comes from the fact that the surplus bank is risk neutral.
More defaults and a higher monetary policy rate, however, reduce funds in the interbank market
as it becomes more attractive to buy government debt. The profits of the wholesale branch,
that are transferred to the patient households, are given by:

Jsb
t = ribt IBt + rtGBt − (1 + ribt )δ

d
t IBt − rdt −ACm

t (43)

Here, I already set the short-term interest rate the surplus bank receives for holding govern-
ment bonds equal to the monetary policy rate set by the central bank.

2.5.4 Surplus Bank: Retail Branches

The retail branches of the surplus bank have a similar role to those of the deficit bank. They
search the optimal interest rate on deposits from patient households facing quadratic adjustment
costs (parameterized by κd) and downward sloping deposit demand.

max
rdt (j)

E0

∞∑
t=0

βtPλ
P
t

Rd
t d

d
t − rdt d

P
t (j)−

κd
2

(
rdt (j)

rdt−1(j)
− 1

)2

rdt d
P
t

 (44)

dPt (j) =

(
rdt (j)

rdt

)−εdt

bPt (45)

The resulting optimal deposit interest rate, in similar style to the ones of the deficit bank,
is given by:
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1− Λd
t

Λd
t − 1

+
rbt
rdt

Λd
t

Λd
t − 1

− κd

(
rdt
rdt−1

− 1

)
rdt
rdt−1

+ βPEt

λPt+1

λPt
κd

(
rdt+1

rdt
− 1

)(
rdt+1

rdt

)2
dPt+1

dPt

 = 0 (46)

2.6 Monetary and Fiscal Policy

The central bank follows a standard (non-linear) inflation and output targeting Taylor rule to
set the short term interest rate:

(1 + rt) = (1 + r̄)(1−ϕR)(1 + rt−1)
ϕR

[(πt
π

)ϕπ
(

yt
yt−1

)ϕy
](1−ϕR)

εRt (47)

Hence, it also takes into account last period’s interest rate and r̄ denotes the steady state
level of the monetary policy rate. ϕR, ϕπ, and ϕy are the parameters the central bank sets to
express how much it cares about the past interest rate, the inflation target, and GDP growth
denoted at steady state prices.

The government faces an intertemporal budget constraint that has to hold in every period.
The funds from the collected taxes Tt and offered government bonds GBt can either be used for
government expenditure Gt - which follows a simple rule that includes a government spending
shock gt - or to purchase back last periods bonds the surplus bank bought. The amount of
government bonds is fixed to unity.

Gt +GBt−1
(1 + rt−1)

πt
= GBt + Tt (48)

Gt = gtyt (49)

GBt = 1 (50)

2.7 Market Clearing

The model is closed with a set of market clearing conditions:

yt =ct + qkt [kt − (1− δ)kt−1] + kt−1(ξ1(ut(i)− 1) +
ξ2
2
(ut(i)− 1)2) + qkht

[
kht − (1− δkh)kht−1

]
+ kht−1(ξ1(u

h
t (i)− 1) +

ξ2
2
(uht (i)− 1)2) +Gt +

δbK
b
t−1

πt
− qht (1− δh)IHt−1 +

∑
j

ACj
t

(51)

ct =c
P
t + cIt + cMt + cEt (52)

IHt =h
P
t + hIt , (53)
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where
∑
ACt includes all adjustment costs in the model and Dt = dPt , Bt = bIt + bEt . As

can be seen from equations (51) and (53), households’ housing demand equals the entrepreneurs
housing supply in each period. The resource constraint also accounts for the non-depreciated
level of housing services. Hence, in this setup households always desire and purchase new
housing services for utility and borrowing reasons. But since it is also an investment, they sell
the non-depreciated one before purchasing newly produces housing supply. Therefore, what
matters here is the margin of the housing market that is newly produced, which makes housing
services matter during the business cycle. This is different from the standard approach in which
housing is modelled as a durable good and changes in housing supply margin do not have strong
macroeconomic effects as they are not altering utility and borrowing limits much.

The set of 15 exogenous shocks is further given by:{
εzt , ε

h
t ,m

I
t ,m

E
t , a

E
t , a

H
t , ε

l
t, ε

qk
t , ε

y
t , ε

kb
t , ε

bI
t , ε

bE
t , εdt , ε

R
t , gt

}
,

where each follows the same, in log-linearized form, AR(1) structure:

εxt = ρxε
x
t−1 + ext (54)

Except for the monetary policy shock that is governed only by its innovations εRt = eRt . The
autoregressive coefficients are given by ρx and ext follow normal i.i.d. processes with mean zero
and standard deviation σx.

3 Solution

The model equations are log-linearized around the non-stochastic steady state as the solution
method described below uses log-linear equations. There is no analytical solution, thus numerical
methods are used. I build on the code offered by Holden (2012) and extend it to log-linearize
the equations.5

The periods covered in this analysis fall into two distinct regimes of monetary policy where
the central bank was either able to adjust its main policy instrument, the nominal interest rate,
to account for changes in the economy during the business cycle, or where it already lowered it
to the extend for that it was constrained by the effective lower bound and thus was no longer
able to adjust downwards. The solution method applied to the model, in order to incorporate
the fixed-rate regime of the zero lower bound, follows the work of Kulish et al. (2017) (KMR).
What they did is to use the methods developed in Kulish and Pagan (2017), that are explained in
more detail below, and apply them to the DSGE workhorse model of Smets and Wouters (2007).
These methods enable one to solve and estimate models that have structural changes in them.
This project uses one special case for anticipated structural changes, here the implementation
of the ZLB regime. To be clear, during the fixed rate regime the solution is highly non-linear
and thus, even though it uses linear equations can be interpreted as an approximation of the
full non-linear solution, Guerrieri and Iacoviello (2015) show that this is indeed the case.

For the following description of the solution method I follow the notation used in KMR.

5For this, the steady state for as many variables is calculated analytically, and the rest numerically. To ensure
the model works and finds a steady state it is then implemented into Dynare, a sofware preprocessor for solving,
simulating, and estimating DSGE models in Matlab, Adjemian et al. (2022) which also solves for the steady state.
Using these values, I proceed in numerically log-linearizing the endogenous variables around this non-stochastic
steady state with the help of Holden (2012). Afterwards my extension cleans the code to makes it usable/readable
for the solution method explained above.
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Consider a sample of duration T that has normal times where the central bank follows its Taylor
rule but also at least some periods during which this is no longer possible and the nominal policy
rate is constrained at the zero lower bound. The system of log-linearized equations from the
model described in part two can be expressed in the form of Binder and Pesaran (1995), which
is needed to solve for the time varying coefficient outcomes.

yt = J +Ayt−1 +BEt [yt+1] +Dεt (55)

yt is a vector containing all state and jump variables of size n×1, εt is a vector of size l×1 that
contains all white noise shocks, and the matrices J ,A,B, and D contain the model information
are of according sizes. It is assumed that prior to the constrained periods the economy follows
equation (55) and has a unique, stable solution of the VAR process:

yt = C +Qyt−1 +Gεt (56)

For clarification, I assume that the zero lower bound constrained periods start at t = 1, from
then on the central bank sets a monetary policy rate of zero - which in a log-linearized model is
equal to minus its steady state value - and starts to communicate via forward guidance how long
it would stay at the lower bound. After the announced time, t = de+1, it returns to conventional
monetary policy following its pre-ZLB Taylor rule. Under a credible communication strategy,
the expected duration of the constrained regime in period t = 1 is denoted by de, during which
the log-linearized model equations follow a different structure:

yt = J̄ + Āyt−1 + B̄Et [yt+1] + D̄εt (57)

In such a setup that includes the zero lower bound, indeterminacy does arise for these
periods, but Cagliarini and Kulish (2011) have shown that if expected monetary policy returns
to a unique equilibrium outcome after de, a fixed rate regime like the one explained above can be
temporarily consistent with such a unique equilibrium. The way to solve for these outcomes is
to use the method of undetermined coefficients, under the assumption that conventional policy
is indeed returning - as communicated - at t = de. Then, for the periods t = 1, 2, 3, ..., d the
time varying solution follows the VAR process:

yt = Ct +Qtyt−1 +Gtεt (58)

Using the techniques of Kulish and Pagan (2017), which are possible through the Binder and
Pesaran (1995) setup, I iterate the above equation forward by one period and take expectations.
The resulting equation 59, together with the system given in 57 and after some adjusting, yield
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the expressions for equations 60-62:

Et[yt+1] = Ct+1 +Qt+1yt (59)

Ct =
(
I − B̄Qt+1

)−1 (
J̄ + B̄Ct+1

)
(60)

Qt =
(
I − B̄Qt+1

)−1
Ā (61)

Gt =
(
I − B̄Qt+1

)−1
D̄ (62)

They way this solution method works is to apply backwards recursion starting from the final
solution - that is again the unconstrained unique solution that held before the zero lower bound
regime - and step-by-step move through the fixed rate regime. Thus, in the final outcome it
holds that Cd+1 = C and Qd+1 = Q, which can then be used to move backwards via equations
(60), (61), and (62) to get the complete sequences across the expected duration of the regime
{Ct}dt=1, {Qt}dt=1, and {Gt}dt=1. The matrices with subscript 1 (C1, Q1, and G1) refer to a
solution with expected duration of d periods, with subscript 2 for a duration of d − 1, and so
forth.

4 Estimation and Forecasting Methodology

Before being able to forecast key macroeconomic variables, the model has to be brought to the
data and for that Bayesian estimation techniques à la An and Schorfheide (2007) are used. Since
in some periods this is not standard estimation for a fixed structure, but it includes structural
changes in the presence of fixed nominal policy periods, the approach has to be modified in
some important directions. For those periods featuring the ZLB the monetary policy rate is
removed from the list of observables. This comes from the fact that it is constant and thus,
does not feature any variance, which would effectively make the variance-covariance matrix of
the Kalman filter’s prediction step singular. This setup features two sets of parameters that
have to be jointly estimated, however over different supports on which their prior and posterior
distributions are established on. The first is the vector of structural parameters normal in DSGE
estimation denoted by θ with continuous support. An example of this could be ϕπ, which is
the parameter stating the central banks response towards inflation in the economy. The second
is the sequence of expected durations {det} that can only take integer values, here measured in
quarters. For this an example could be the first quarter of the fixed-rate regime in Q1 of 2009.
Thus each quarter of the zero lower bound is considered a parameter to be estimated where a
value of 1 would mean that the agents expect the nominal interest rate to be constrained at zero
for one quarter.
The first forecasting exercise covers the Great Financial Crisis (GFC) and there six specific
quarters are investigated starting in (real-time) Q1 of 2008 for which data up to and including
Q4 of 2007 was available and ending in (real-time) Q2 of 2009 for which data up to and including
Q1 of 2009 was available. These six quarters are popular for forecasting investigations of the
GFC as they cover the whole start and most severe downturn periods and have been used,
among others, by Gelfer (2019). Hence, the models described above are recursively estimated
for all of these periods. In the last quarter, however, each model is estimated with the solution
and estimation method described above that takes into account the zero lower bound.
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4.1 State-Space Representation and Sampler

The state-space representation that holds in ”normal” times, i.e. when there are no zero lower
bound periods, adds to the model solution in (56) the measurement equation given below that
connects variables to observables.

zt = Hyt (63)

Equation (63) does not feature an error term as the assumption is that there is no measure-
ment error and H is a nz × n matrix that maps the observables to model variables. During
the fixed-rate regime of the zero lower bound zt and H are premulitplied by a selector matrix
(W ) that removes the monetary policy rate from the list of observables and the model solution
follows equation (58) to incorporate the introduced sequence of expectations under calendar
based forward guidance. The resulting measurement equation is given by:

z̄t = H̄yt (64)

To achieve the joint estimation of the structural parameters and the sequence of expected
durations at the zero lower bound, a randomized blocking Metropolis-Hastings algorithm follow-
ing Chib and Ramamurthy (2010) is used. As in Kulish et al. (2017), there are two blocks from
which a randomized sample is updated at each iteration step and draw from the joint posterior
p(θ, d|Z1:T ) ∝ L (Z1:T |θ, d) p (θ, d) with θ being the set of structural parameters, d the set of
expected durations at the zero lower bound, and Z1:T the data series’ with length T described
below. The priors on the durations and parameters are assumed to be independent, such that
p (θ, d) = p (θ) p (d).

Compared to the sampler used in Kulish et al. (2017) I simplify the algorithm in order to
gain more speed during estimation. Where they strictly follow Chib and Ramamurthy (2010)
in using two separate blocks at each iteration step, I combine the two blocks to one. The main
advantage over the other version is that I only need to evaluate the likelihood half as often, which
results in more than double the speed. Since this method of estimation is very time-consuming
to begin with I consider this an important contribution.

Thus, I update and evaluate the join posterior likelihood of both the sequence of expected
durations and the vector of structural parameters at the same time in each iteration step j. Since
the support for the durations is only covering integer values, the draws come from a uniform
distribution. The resulting Metropolis-Hastings algorithm uses the following steps:

1. (a) The number of quarters to be updated is randomly sampled from a discrete uniform
distribution [0, d∗], with d∗ = 1 being the maximum number possible.

(b) Randomly sample without replacement the exact quarters to be updated from a
discrete uniform distribution [1, L], with L being the sample length of the zero lower
bound. Thus, in Q1 of 2009 L = 1, since it is the first quarter where the ZLB was
binding.

(c) For each quarter to be updated, a random step-size is drawn from the set {−1, 0, 1},
while all other quarters are set to their dj−1 values.

2. (a) The number of parameters to be updated is randomly sampled from a discrete uniform
distribution [l, u], with l = 30 (u = 46) being the minimum (maximum) number of
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parameters to be updated.

(b) Randomly sample without replacement the exact parameters to be updated from a
discrete uniform distribution [1, u].

(c) For the randomly chosen parameters to be updated, a proposal is calculated using a
multivariate Student t distribution with ν = 12 degrees of freedom. The scale matrix
comes from the negative inverse Hessian derived at the posterior mode multiplied by a
tuning parameter κ to achieve an acceptance rate between 20% and 30%. Given these
new draws of parameters, θdrawj , and if needed ZLB-quarters, ddrawj , the posterior

distribution, p(θdrawj , ddrawj |Z), is calculated using the Kalman Filter and the prior
distributions.

3. The acceptance ratio is then given by αj =
p(θdrawj ,ddrawj |Z)

p(θj−1,dj−1|Z) .

4. The proposed draw is accepted with probability min {αj , 1}, thus setting dj = ddrawj and

θj = θdrawj . Otherwise dj = dj−1 and θj = θj−1 are set.

The algorithm above is being initialized with θ0 and d0. The values of the parameter-vector
θ0 come from the mode of the model of which the inverse Hessian is also used as the scale
matrix in the updating step. This two-block algorithm is used to calculate a chain with 500, 000
draws of each model considered at each point of interest. These draws do come from the joint
posterior distribution p(θ, d|Z), whereas the first half is discarded as burn-in and the mean of
the remaining draws is derived.

4.2 Data and Priors

In order to estimate the models within the most realistic environment, real-time data vintages
are used. Thus, original data that was available to economic agents at the time, and not the one
that went through several rounds of revision, is taken into account to paint a clear picture.6 For
each given forecast the models are estimated with the most up-to date data available at that
time. For each quarter considered in the forecasting exercise, data vintages published closely
to the middle of the previous quarter are chosen. Hence, these forecasts also contain a nowcast
of the current quarter, for which no official (quarterly) data was available yet. Data vintages
published in February are used for Q1 estimations and forecasts. In this case, the last observable
and fully published period is Q4 of the previous year. For Q2, data vintages published in May of
the year are being used. Q3 and Q4 than implement those of August and November respectively.
In each case the last observable quarter is always the previous one, this way the first quarter in
each forecast actually can be considered a nowcast.

The data series used to estimate the model explained above are the federal funds rate,
residential investment, non-residential investment, output growth, house prices, inflation, wages,
housing supply, household loans, firm loans, and deposits. All series but the interest rates,
output, and inflation are expressed in real per capita terms and made stationary by taking out
the trend using the one sided HP-Filter and the code by Meyer-Gohde (2010). The nominal
interest rate is demeaned and it is transformed to a quarterly structure. First differences are

6Some data series do not go all the way back, hence only the availabe data vintages can be used. The exact
vintages are explained in more details in Appendix B.
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taken of prices and output to get their growth rates.7 For all data series’, except the nominal
interest rate, the logarithm is taken to match them with log-linearized model variables. A
more detailed description of the data and its vintages can be found in Appendix B. The sample
includes data between Q1 of 1986 and Q1 of 2009 and thus covers the most important periods
of the GFC. To keep the data and results comparable to Giri (2018) and other similar work,
I refer from adding too many new data series. In general, it is a similar set of data with one
difference being that there is now data on residential investment and housing supply. This is
possible because of the model setup explained above as there is an endogenous housing supply
sector.

Figure 1. Data Used For Estimation: 2008-Q4

The prior distribution for the standard deviations of the structural shocks is an Inverse
Gamma with prior mean 0.01 and prior standard deviation of 0.05. Thus, I remain very agnostic
on which shocks are crucial in driving the business cycle. For the associated autoregressive
components a Beta distribution with prior mean 0.8 and prior standard deviation 0.1 is used.
These can be seen in the appendix Tables (A1) and (A2) respectively. The rest of the priors,
because of obvious similarities, mainly follow Giri (2018) and Gerali et al. (2010). Table (2)
shows the specific prior distributions as well as estimation results for the extended model given
the data available up to Q4 of 2008. These results include the posterior mean and mode, as well
as the 90% highest posterior density (HPD) intervals. Here, only the structural parameters are
shown that are neither shock components, nor part of the AR(1) processes.

As is usual in the (Bayesian) estimation literature, not all parameters are fully estimated. A
subset, that mostly focuses on steady state outcomes and not dynamics, is being calibrated. This
step’s main goal is to capture important macroeconomic features of the U.S. economy, Table
(1) displays these calibrated parameters. I set the discount rate of the savers (βP ) to 0.9925 in

7The reason output is used as a growth rate, log of the first differences, and not like the other trending
variables as HP-filtered is that in the later part the goal is to forecast output growth. Using HP-filtered output
yields similar results, it simply makes the matching to the real data and the SPF-forecasts more difficult.
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order to match the interest rate in the sample, a standard choice. Following Iacoviello and Neri
(2010) and Gerali et al. (2010), the discount factors of borrowers (βI) and entrepreneurs (βE)
are set to 0.975 and 0.975 respectively to guarantee that both borrowing constraints are binding.
The discount rate of the construction workers (βM ) is also set to 0.975, even though it does not
matter much since they consume their whole income in each period. The capital share in the
entrepreneur’s production function is set to be 0.33, a usual value widely applied. This choice
comes at the cost of having a slight mismatch for the steady state shares of residential and non-
residential investment, which are too low compared to the data. This is a common problem and
the only solution would be to dramatically increasing capital shares in production of intermediate
goods and new houses, which also introduces a mismatch between model and reality based on
micro data. As a check, I have done the same exercise with a different calibration - high capital
shares - and can achieve similar results. The choice of depreciation rates for physical capital
in production of goods and houses falls into the same category as capital shares. Thus, I set
the depreciation rate of physical capital in goods production to 0.025 and the one for capital
in housing production to 0.03. This means that capital used in housing production depreciates
faster, an observation already used in Iacoviello and Neri (2010). Compared to that work I
use a slightly higher value for housing depreciation of 0.012 that comes from Sun and Tsang
(2017). They introduce a distinction between owned and rented housing and have two separate
depreciation rates of which I take the mean. The resulting ratios of residential investment and
non-residential investment to total output are around 1.8% and 7.2% respectively.

The Basel II steady state ratio of capital requirements for banks (bank capital to total loans)
is set to 11%. Hollander and Liu (2016) argue that this can reflect the higher value of US banks
holdings in the data compared to the officially required 9%. In order to match this ratio, the
depreciation rate of bank capital is set at 13.6%. This is slightly higher than what Gerali et al.
(2010) used for the Euro Area, however under the assumption of a 9% requirement. Dib (2010a)
uses the value of 1% yearly rate of interbank defaults, which I mimic by calibrating χdb = 81.3.
This yields a steady state value of defaults δd = 0.0025 which, as this is a quarterly model, gives
the same yearly rates. The remaining parameters governing the housing supply sector follow
Sun and Tsang (2017). One parameter that usually is estimated in models built on Gerali et al.
(2010) is the one measuring the capital requirement adjustment costs κkb. I find that variations
in this parameter doe in fact alter steady state outcomes and I thus calibrate it. The value
comes from Gallegati et al. (2019). From this work, I also take the values for the household
and entrepreneur LTV rations, mI and mE , that should match micro data better compared to
the slightly lower ones used in Gerali et al. (2010). To match data averages of deposit and the
two loan rates I calibrate the elasticities of substitution to −1.6725, 2.3969, and 2.6091. This
data comes from mortgage and BAA rates and captures the fact that corporate lending rates
are adjusted more frequently.8

8The calibrated parameters for the baseline model as well as the prior and posterior distributions for all
estimated parameters can be seen in Appendix A.
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Table 1. Calibrated Parameters

Parameter Description Value

βP Patient HH Discount Factor 0.9925
βI Impatient HH Discount Factor 0.975
βM HTM HH Discount Factor 0.975
βE Entr. Discount Factor 0.975
δ Depreciation Rate of Physical Capital 0.025
α Capital Share 0.33
µ Share of Patient HH’s in Production 0.8
ϕ Inverse of Frisch Elasticity 1
π̄ Steady State Inflation 1
ψ1 Degree of Capital Utilization 0.0483
ψ2 Degree of Capital Utilization 0.00483
νb Basel II Capital Requirement 0.11
δb Depreciation Rate of Bank Capital 0.136
Ω Share of Profits Invested into New Bank Capital 1
ε̄y Markup in Goods Market 6
ε̄l Markup Labor Market 5
ε̄d Elasticity of Substitution of Deposits -1.6725
ε̄bh Elasticity of Substitution of HH Loans 2.3969
ε̄be Elasticity of Substitution of Entr. Loans 2.6091
mI HH LTV Ratio 0.75
mE Entr. LTV Ratio 0.5
χdb Deficit Bank Default Cost 81.3
ḡ Government Expenditure Steady State Share 0.2
κkb Capital Requ. Adj. Cost 1.465
δh Depreciation Rate of Housing 0.012
µk Capital Share in Housing Production 0.1
µb Intermediate Input Share in Housing Production 0.1
µl Land Share in Housing Production 0.1
δkh Depreciation Rate of Housing Capital 0.03

For the priors on the expected zero lower bound duration, I follow the data Kulish et al.
(2017) used for their estimation and setup an informative prior based on two sources. The Blue
Chip Financial Forecasts are used to construct the priors for March 2009 until December 2010
as the main source, the Federal Reserve Bank of New York’s Survey of Primary Dealers, which
is used for the rest of the zero lower bound periods is only available starting in 2011. In the
Blue Chip Financial Forecasts - a monthly survey with only the last month of each quarter used
- the respondents were asked to forecast the federal funds rate over the next six quarters. The
cross-section of these point forecasts are combined to a proxy of the probability distribution.
The availability of open-ended responses necessitates a special treatment for those answers. Half
of the probability is spread equally over the next half year and the other half equally over the
next year. From 2011 onward the Survey of Primary Dealers is used to construct the probability
distribution, where again the last month of each quarter is utilized. The relevant question in
the survey is ”Of the possible outcomes below, please indicate the percent chance you attach to
the timing of the first federal funds rate increase.” The open-ended responses are distributed as
explained above. The final distribution for the zero lower bound period covered compared to its
posterior distribution can be seen in Figure A1 as part of the Appendix A.
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Parameter identification is checked within Dynare (Adjemian et al. (2022)), that implements
various identification checks following for example Iskrev (2010) and Qu and Tkachenko (2012).
According to these, I find that all parameters within all models analyzed in this paper, given
the data used, are fully identified. Hence, the results can be interpreted and do not come from
unidentified structural parameters.

Table 2. Prior and Posterior Distribution - Structural Parameters
Estimation of the Extended Model on Data available up to 2008-Q4

Par. Description Prior Post. Mean Post. Mode 90 % HPD

aP Habit Patient HH B [0.5, 0.1] 0.21 0.20 [0.13, 0.30]
aI Habit Impatient HH B [0.5, 0.1] 0.86 0.87 [0.84, 0.89]
aE Habit Entr. B [0.5, 0.1] 0.68 0.73 [0.51, 0.87]
aM Habit HTM HH B [0.5, 0.1] 0.94 0.95 [0.92, 0.96]
ιw Wage Indexation B [0.5, 0.15] 0.29 0.26 [0.16, 0.42]
ιp Price Indexation B [0.5, 0.15] 0.15 0.11 [0.05, 0.25]
κp Price Stickiness Γ [50, 20] 28.69 23.95 [13.26, 44.66]
κbI HH Rate Adj. Cost Γ [6, 2.5] 5.27 4.29 [1.43, 8.76]
κbE Entr. Rate Adj. Cost Γ [3, 2.5] 5.48 5.32 [3.58, 7.23]
κd Deposit Rate Cost Γ [10, 2.5] 7.96 8.04 [4.11, 11.44]
κi Inv. Adj. Cost Γ [2.5, 1] 13.65 13.56 [10.54, 16.61]
κw Wage Stickiness Γ [50, 20] 472.59 454.66 [392.16, 555.54]
κih Housing Inv. Adj. Cost Γ [10, 2.5] 4.66 4.69 [3.79, 5.55]
Θ Monitoring Cost Γ [0.1, 0.05] 0.05 0.05 [0.02, 0.08]
ϕR Taylor Rule Coeff. on R B [0.75, 0.1] 0.83 0.84 [0.80, 0.86]
ϕπ Taylor Rule Coeff. on π Γ [2, 0.5] 2.57 2.54 [2.09, 3.03]
ϕy Taylor Rule Coeff. on y N [0.1, 0.15] 0.60 0.62 [0.40, 0.81]

4.3 Generating Forecasts

The randomized blocking Metropolis-Hastings algorithm used for estimation delivers serially
correlated sequences of the parameter draws {θj}#sim

j=1 , where #sim is the number of draws from
the posterior density p(θ|Z1:T ). This density, however, is not the main objective when it comes to
the goal of forecasting. The goal is to generate predictive distributions that can be analyzed and
are of the form: p(ZT+1:T+h|Z1:T ) =

∫
p(ZT+1:T+h|θ, Z1:T )p(θ|Z1:T )dθ. The expression before

shows that draws from the predictive distribution can be obtained by simulating the model in
question on parameter draws θj from the posterior density and the observational data Z1:T .
Having a large number of these draws enables one to then approximate moments and quantiles.

Following this setup, each forecast is thus built on an estimation of the models with the data
available at the time and generated using M1M2 = 500, 000 simulations. In a first step after the
estimation, M1 = 5000 draws from the posterior distribution are taken. Then each forecast is
simulated using M2 = 100 draws of future shocks for 8 quarters. These simulations build the
Bayesian forecasts over the predictive distribution. This setup follows the so-called sampling
the future algorithm adapted for state-space models of the form explained above in Adolfson et
al. (2007), where a detailed explanation can be found in Christoffel et al. (2011) and Del Negro
and Schorfheide (2013).
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The algorithm for DSGE models expressed in state-space form is given by:

1. Draw θj from p(θ|Z1:T )

2. Draw the current state vector from yT ∼ N(yT |T , PT |T ), where yT |T and PT |T are the
posterior mean and covariance in the final step of the Kalman filter

3. Simulate a sequence of future state vectors yT+1:T+h from the transition equation either
in (56) or (58) using the yT from step 2 and a sequence of structural shocks εT +1 : εT +h
drawn from N(0, I)

4. Repeat steps 2− 3 M2 times for the same θj

5. Repeat the steps 1− 4 M1 times

The 68% forecast posterior density intervals for each forecast are calculated and shown,
whereas the median is depicted as the solid line in each figure. Actual data is also included in
each plot. Since real-time data is used and I do not want to compare the model forecasts to
revised data, a string of actual data is build following a simple structure. For each quarter in
the forecasted horizon the actual value of the data vintage published two quarters afterwards is
used. This way, an initial revision is included but the big multi-period revisions that follow are
excluded. This is why in the analysis below, the trajectory of the actual data changes over the
6 quarters observed. To ensure that the information set used for the estimation and forecast
creation coincide with what professional forecasters had available at the time, the data vintages
used are close to the deadline for these professional forecasters. These are for the for quarters
in February, May, August, and November of each year. This guarantees that neither the two
models nor the professional forecasters have any informational advantage over each other. As
an example, the forecasts from Q1 of 2008 have the data vintage from February 2008 available.
Data on this first quarter is not yet released so the last quarterly data point is Q4 of 2007.
Hence, the forecast for Q1 of 2008 can indeed be interpreted as a nowcast.

5 Forecasting Analysis

The first forecasting exercise covers six quarters during the Great Financial Crisis. The first
quarter is Q1 of 2008 and the last Q2 of 2009, as explained above real-time data vintages that
were available up to but not including the ”current” period are used for estimating the model,
which than is the basis for forecasting. Three endogenous variables are analyzed, quarter to
quarter real GDP growth, the nominal interest rate, and quarter to quarter inflation. All of
these follow the structure explained above.

5.1 Quarter to Quarter GDP Growth Forecasts

Figure 2 shows quarter to quarter real GDP growth forecasts with a horizon of 8 quarters of
the baseline, as well as the extended model. Since the model described above only features
per capita output growth forecasts, while Blue Chip and Greenbook forecasts are with respect
to the total growth rates of real GDP, some transformations of the forecasts are performed
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in order to make them comparable.9 The first thing that becomes clear is that the extended
model outperforms the baseline model in terms of forecast accuracy during the GFC. As the
main difference between the two is the inclusion of a housing supply sector it must add crucial
informational detail to the model. Housing supply started to decrease already prior to the crisis,
which can be seen in Figure 1, as did the prices for houses. These two effects combined lowered
the availability of collateral against which households and firms can borrow, but also its quality
and value. The banking sector propagated this effect through the financial side back into the real
economy, amplifying the downturn. Another thing that can clearly be seen is the strong mean
reversion tendencies of the baseline model after an initial overshoot. The extended model on the
other hand features various forms of forecasts that go beyond the standard mean reversion. It
is also much more capable in capturing the severity and prolonged slack in output growth. The
plot for quarter to quarter real GDP growth forecasts also features the Survey of Professional
Forecasters median mentions, so I am furthermore able to compare the two models to those
experts. The picture is very similar, the extended model is able to outperform the SPF forecasts
in some of the quarters, especially when it comes to the severity of the downturn.

Figure 2. Forecasts for Quarter to Quarter Real GDP Growth

The fact that the housing sector already declined prior to the crisis is the reason why the
extended model prematurely forecasts a severe downturn in the first quarter of 2008 in which
only data of 2007−Q4 is available. Output growth in the following quarter does show a slight
recovery of one quarter before the sharp decrease happens. Both models are able to forecast
the first quarters increase in real GDP growth, but the extended model than also predicts the
beginning of a decline and negative rates. It has to be remembered that the comparison is with

9Per capita rates are thus transformed using the final growth rates of population that was also used to transform
them to per capita terms in the first place (POPTHM). This is also the reason why POPTHM is used and not the
more commonly applied series of population CNP16OV. The first of the two is more smooth and thus is better
suited for a use case like this one. Del Negro and Schorfheide (2013) also talk about the importance of using a
smooth population series in such a scenario.
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a revised set of data, which could potentially alter the results slightly. For the forecasts starting
from 2008−Q3 the extended model does surprisingly well in capturing the movement of output
growth over the observed horizon of two years both in size and magnitude. There, the actual
realization is almost always within the 68% forecast posterior density intervals. This means that
this model, estimated on this set of data, would have been able to forecast the Great Financial
Crisis of 2008. Here again, it can be seen that the baseline model, after an initial increase, reverts
back to its mean. This is also the first quarter in which the professional forecasters foresee a
slight decrease in output growth. But they are not able to match the severity of the decline.
The same thing can be observed for the fourth plot that shows forecasts from Q4 of 2008. The
baseline model quickly moves back to its mean and the SPF ’only’ forecast a minor decline in
output growth, while the extended model matches the actual data remarkably well. One thing
that stands out in which the extended model struggles is the forecasts starting in the second
quarter of 2009. There it is not able to match the recovery perfectly as in the periods before. It
first forecasts a recovery that matches actual outcomes but than drops off again for one quarter
before moving back. This probably comes from the fact that the data on new housing, after
starting to recover in the previous quarter, shows a large drop again. This phenomenon is much
less visible in the final revised data so it could potentially come from measurement errors. The
baseline model thus is well suited when it comes to the recovery phase of the crisis, but other
than that it mostly just forecasts a slight overshoot and a reversion back to its zero mean.

Another observation that can be made is that the calculated 68% forecast posterior density
intervals, i.e. the shaded areas, are considerably larger for the extended model compared to the
baseline one. The prior on the shocks during estimation and the number of shocks drawn to
create the forecasted paths are the same for both models analyzed. This means that the inclusion
of the real estate sector not only improves forecasting accuracy but also severely increases the
variance of the simulated paths. The shocks taken from the posterior estimates, thus are larger
and increase the available outcomes. This phenomenon is analyzed in Section 5.7 where the
parameters - including shocks - that drive the results are investigated in greater detail.

5.2 Nominal Interest Rate Forecasts

Figure 3 shows the forecasts regarding the annualized nominal interest rate set by the central
bank. Again, the two models in competition are the baseline model as well as the extended model.
The results are similar to the ones obtained through the output growth exercise. Overall, the
extended model outperforms the baseline one in terms of matching the actual trajectory of the
federal funds rate. It is able to forecast a long and sever downwards movement in the monetary
policy rate, that stems from a slack in output growth, as shown above, and low levels of inflation,
as shown in the following part. From the first period onward, the extended model projects that
there is pressure on the central bank to ease monetary policy to counteract the problems in the
economy. In the early periods, the baseline model predicts a fast reversion to the mean of the
federal funds rate. It can furthermore be seen that in multiple forecasted periods, the extended
model projects a negative rate that the baseline model is not capable of. In the last quarter
- which is the first in which the actual rate was constrained by the ZLB - the agents in the
extended model also do forecast a longer binding rate and a slower recovery back to positive
policy rates. The models have been calibrated such that the steady state annual interest rate is
around 4.8%. Thus, both models will eventually converge back to this value. The baseline model
again has this strong mean reversion that it already showed in the output growth analysis. In
almost all observed quarters it quickly and steadily converges back to its long run mean. Only in
the forecasts beginning in 2009−Q1 it actually shows a little downwards movement in the first
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quarter. Remember that the first quarter of each forecast can be interpreted as a nowcast. The
deadline for data availability is the middle of each quarter in which the newest information is
not yet available. As already mentioned, the extended model does not show this strong behavior
of mean reversion, it of course moves back to it eventually, but forecasts in each observed period
a significant downturn for the nominal interest rate that even turn negative. Importantly, the
last observed period is the first in which the ZLB was binding and so there is an additional
parameter during estimation that for the expected duration of the ZLB.

Figure 3. Forecasts for the Nominal Interest Rate

Again, the 68% forecast posterior density intervals for the forecasts of the nominal interest
rate are considerably larger in the case of the extended model, highlighting increased variance
of the forecasts during the observed periods. The difference, however, is not as big as before in
the case of output growth.

5.3 Quarter to Quarter Inflation Rate Forecasts

In a last step, I investigate the forecasting performance of the two models regarding inflation.
Similarly to before, the models here use quarter to quarter inflation rates which tend to be much
more volatile and thus more difficult to capture by the model forecasts. Hence, I smooth the
actual data shown in Figure 4 to make the comparison easier.10 In Appendix A, I display the
same plot without the smoothed data to show that it does not change the interpretation of the
results (Figure A5). As before for output growth and the nominal interest rate, the extended
models forecasts are also closer to the (smoothed) actual data compared to the baseline model.
The baseline model, again, has a strong mean reversion behavior. Starting in each period, no
matter if above or below zero, its forecasts always tend to predict a fast convergence back to its

10To achieve this, the built-in Matlab function smoothdata.m is used. This calculates a moving average over
a given window length, which in this case is equal to the forecasting horizon 8. The goal is to better show the
trend of inflation.
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mean. In opposition to that the extended model performs much better. It is able to predict a
strong and prolonged downturn in inflation starting in the first observed period, which match
the actual data realizations much better. These low levels of inflation are also responsible for
the more accurate forecasts of the nominal interest rate in the previous parts. They were one
reason, among others such as of course low output growth, that the central bank kept interest
rates low for a very long time. The only forecast that does not perform as good as the others,
again, is the one starting in Q2 of 2009. The extended model predicts a prolonged and severe
downturn in the inflation rate, which is also the reason the monetary policy rate forecasts were
negative for such an extended period of time.

Figure 4. Forecasts for the Inflation Rate

5.4 Numerical Accuracy of Point Forecasts

The previous sections have shown graphically that the extended model was able to outperform
the baseline model and the SPF during most observed periods and for the three variables of
interest. In this section I conduct an empirical comparison by computing Root Mean Squared
Errors (RMSEs) of the out-of-sample forecasts. This is done over the six quarters analyzed
previously. Hence, each quarter has a relatively strong share during this calculation and can
hence drive numerical results. The definition of the RMSE follows Wieland and Wolters (2011).
Thus, the RMSE for model m at forecasting horizon h is given by:

RMSEm,h =

√∑tend
t=tstart+h−1 (E [xm,t+h|It]− xt+h)

2

tend − tstart − h+ 1
, (65)

where E [xm,t+h|It] denotes the forecast of variable x from model m estimated conditional
on the information set It. This includes the model equations and the data vintage up to period
t and thus accounts for the learning with each new data point becoming available. xt+h is the
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data realization h periods ahead. As explained above, the actual data realization used is the
one from a vintage released two quarters after the point of interest. tstart and tend give the start
(2008−Q1 + h) and end (2009−Q2 + h) of the evaluation periods respectively.

Table 3 shows the RMSE’s for real GDP growth, the nominal interest rate, and the inflation
rate. The columns depict the different forecasting horizons ranging from h = 1 to h = 8, while
the rows show the two models. For the case of GDP growth, I also consider the SPF forecasts
that historically provide a nowcast and four quarters of forecasts. In this scenario, h = 1 can
be interpreted as a nowcast, which in some studies is labeled h = 0. A RMSE that is lower
(higher) for one model relative to another model indicates that this models forecast is more
(less) accurate than the other ones for this specific forecasting horizon and information set.

Table 3. Root Mean Squared Errors

h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 h = 7 h = 8

Output

Extended Model 3.0358 3.9710 4.3632 4.9640 4.3217 2.0739 1.2817 1.6634
Beseline Model 3.8950 4.7169 4.8255 4.6650 3.7492 1.7899 1.5664 1.7262
SPF 1.7723 3.6678 4.9399 5.3360 4.3956

Interest Rate

Extended Model 1.4929 0.9480 1.8717 3.6420 4.0379 1.8314 1.1709 1.4419
Beseline Model 1.9268 2.1161 3.3812 5.1178 5.6513 4.1804 3.8889 3.9186

Inflation

Extended Model 0.5827 1.2591 0.1635 2.1181 2.5728 0.3154 1.0836 2.1434
Beseline Model 0.5403 1.1914 0.4234 2.2773 2.7250 0.4717 0.9726 2.0223

For each variable, i.e. Output, Interest Rate, and Inflation, the forecast with the smallest
RMSE according to every forecasting horizon is highlighted green in Table 3. Some clear patterns
emerge between the models over different time frames.

For real quarter to quarter GDP growth, the SPF does outperform both models considered
in the first two periods with significantly lower RMSEs, especially in the nowcast. This can be
attributed to the fact that professional forecasters do not only have the (small) set of quarterly
data available when performing their forecasts but a much wider range of high frequency data,
which leads to better short-term forecasts. SPF forecasts fall behind both models for medium
turn forecasting horizons. Between the two models, the extended model does a better job in
the short horizon forecasts with forecast horizons h = 1 to h = 3. Given that the first couple
of quarters are usually more important, this is a success for the extended model. Especially
during such unsteady times as during the GFC. From period 4 onward up until h = 6, the
baseline model has the smallest RMSEs and thus outperforms both the extended model as well
as the SPF. It is known that this class of models do quite well in providing accurate medium run
forecasts because of their strong mean reversion tendencies. As I explained above, each RMSE
is based only on the six quarters considered in this forecasting exercise. Hence, each period
has a strong impact on the results. In the graphical analysis before the forecasts of output
growth starting in Q1 of 2008 were quite off for the extended model that already predicted a
severe recession. Removing these forecasts from the calculation, I can show that the extended
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model indeed outperforms the baseline model and the SPF from period h = 1 onward. This can
be seen in Table A7 in Appendix A. The RMSEs of the two models show that the forecasting
performance of output growth is worse in the short-term compared to the long-term horizon.
The nowcast RMSEs are 3.0358 and 3.8950 for the extended and baseline models respectively.
While the 2 year into the future forecasts are 1.6634 and 1.7262, which are considerably smaller
values and thus (relatively) more accurate forecasts. This makes sense for the observed period
of the GFC in which most short-term forecasts are compared to data coming from tremendous
crisis outcomes, while long-term forecasts are compared to the recovery periods and the time
after the crisis.

The picture of which models’ RMSEs are smaller changes completely when the variable con-
sidered is the nominal interest rate, the second part in Table 3. The extended model outperforms
the baseline model, i.e. has lower RMSEs, for all horizons considered in this forecasting exer-
cise. Hence, the models’ ability to predict movements in the interest rate increases significantly
through the inclusion of the endogenous housing sector.

Both models’ RMSEs of the inflation rate for the first two periods are very similar. Nonethe-
less, the baseline model has lower values and thus does better in forecasting the short-term move-
ments of inflation. The extended model outperforms the baseline model in the medium-term. In
the graphical analysis of inflation forecasts (Figure 4) I found that the extended model was able
to project some downturns that the baseline model was not capable of. This is the reason for
this result in the numerical analysis. The baseline model projected very little movement in the
inflation rate and let it move back steady state relatively quickly, which is why the long term
forecasts h = 7 and h = 8 again are closer to actual data since the extended model had longer
lasting effects on prices.

5.5 Robustness Check

This section of the paper can be seen as a robustness check of the results presented before. The
claim that has been made is that there is a combination of two important inclusions necessary in
order to gain improved forecasting accuracy during the GFC. The first is an endogenous housing
supply sector in the form of a model extension, explained in Section 2. The second inclusion is to
add data for this sector as an observable variable during the estimation and forecasting exercise
to add crucial informational detail. One argument in this favor is that models that do indeed
’only’ include this sector but no additional data during estimation are not able to forecast the
crisis (Iacoviello and Neri (2010), Sun and Tsang (2017)) even though the fact that they have
this sector can potentially increase their accuracy as was shown by Kolasa and Rubaszek (2015).

Therefore, in this part I introduce two robustness check versions of the extended model and
compare them with the baseline version as done before. There are potentially two sources of
information that drove the previous results, the model structure as well as the additional data.
In the first version, called extended model robustness check 1, I drop the additional data on
housing supply and combine the two data series’ on residential and non-residential investment
into one. The observables used for both models are the nominal interest rate, investment,
output growth, house prices, inflation, wages, loans to households, loans to firms, and deposits.
Therefore, the data used during estimation is exactly the same as what is available in the baseline
model and two series’ less compared to the extended model before. Hence, all differences that
arise now come from the model structure itself and not from additional information through the
data. In the second option, called extended model robustness check 2, I reintroduce the division
in investment data into residential and non-residential investment to see whether this aspect
introduces notable benefits to the forecasting capability of the model. This section can also be
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cross-referenced with the previous one in the sense that the difference between the forecasts of
the two robustness check versions of the extended model and the model explained before solely
come from the extra data on housing supply. So that than there are three versions of the model
in total, each including some more information during estimation. This makes it possible to
interpret the two aspects and investigate what really drives the results in the previous section.
In the following analysis these two versions of the extended model - given different data during
estimation - are shown and compared to the baseline case.

Figure 5. Forecasts for Quarter to Quarter Real GDP Growth

Figure 5 shows the two model forecasts side by side, again starting with quarter to quarter
real GDP growth. It is clear that even the extended model that did so well in the previous
sections is no longer able to forecast the GFC as well as before when it had additional data
available. And the differences between the two robustness check versions of the extended model
are also small. Most forecasts show almost identical or very similar paths between the two
models. Only the two forecasts from 2009 −Q1 and 2009 −Q2 display some minor differences
where it even seems that the baseline model very slightly outperforms the extended model.
Overall, it can be said that the extended model structure itself does not add to the forecasting
performance of quarter to quarter real GDP growth. From there it follows that the extra
information came from the data on housing supply and thus the the combination of model and
data yields the superior forecasting performance. But what is also important is that the sole
inclusion of construction workers and the housing supply sector does not worsen the model as
it has been shown that larger model with financial frictions sometimes tend to perform worse
in forecasting or at least not better, especially during non-crisis times. Kolasa and Rubaszek
(2015) also show that the addition of a housing market can be relatively successful in this regard.
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Figure 6. Forecasts for the Nominal Interest Rate

A similar conclusion can be made for the forecasts of the nominal interest rate. Figure
7 shows that in most periods especially where the three models had very similar forecasts of
GDP growth, most notably quarters 2 to 4 of 2008, they project comparable trajectories of the
interest rate. Only in the last two periods, starting in Q1 of 2009 and Q2 of 2009, do they have
slightly different forecasts. But even here the overall directions are very similar and no major
macroeconomic differences from monetary policy can be made out.

Figure 7. Forecasts for the Inflation Rate
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Based on the fact that the forecasts of the three models for output growth and the interest
rate are very similar, it is not surprising that the ones for inflation are also close. The same can
be said, in most quarters the three models produce almost identical forecasts of the inflation
rate. Only in the last two periods they do look slightly different. This makes sense as what drives
the nominal interest rate response of the central bank is the output gap as well as inflation. So
if these two look similar across models, they also produce matching interest rate responses.

Thus, from this robustness check exercise I can conclude that the extended model by itself,
with the same or similar data to the baseline model, does forecast key macroeconomic variables in
the same way as the baseline model. The model structure itself does not necessarily increase nor
decrease forecasting ability. What really drives the results in the main part is the combination
of the model extension and the additional information coming from housing supply data.

5.6 Properties of the Estimated Models

In this section, I examine how shocks are transmitted through the economy in the various versions
of the model that either include endogenous housing and data on it or not. The forecasts of the
previous section differ strongly, which hints at the fact that the models can have different policy
implications as well. The main question is to see the propagation of shocks of the extended
model compared to its baseline counterpart. For completeness, a robustness check version of the
model, as explained above, is also included in the analysis.

Figure 8. Monetary Policy Shock

The first shock analyzed is an unanticipated 50 basis points increase in the monetary policy
rate and can be seen in Figure 8. The three models analyzed are calibrated to the estimated
posterior mode from each respective estimation, as explained above, with data available up to
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2008−Q4. Overall, the responses follow standard models in that output and inflation fall, which
also lowers consumption. Higher interest rates for households and entrepreneurs to borrow come
from higher bank interest rates and overall lower present discounted value of collateral as house
prices decrease. This makes loans to households and entrepreneurs decline. The increase in
interest rates also makes overall investment decline. On the household side, patient households
lower their level of deposits put into the banking sector while also lowering their demand for
housing. In the models that feature a housing supply sector, it decreases as well following higher
costs of borrowing, lower values of collateral, and the decrease in housing demand.

The introduction of an endogenous housing supply sector exacerbates the effect of the ob-
served policy tightening. Output and consumption decrease considerably more in the extended
model compared to the other two. Simultaneously, patient households deposit less at surplus
banks while impatient households dramatically decrease their borrowing from the deficit banks.
Figure 8 furthermore shows that firms reduce their borrowing, on impact, by about the same
amount but keep it contracted for much longer. Total investment reacts in a related way. Hence,
firms reduce their production of intermediate goods and new houses. Overall housing demand
also decreases much more in the extended model compared to the robustness check version, while
the baseline model also features strong negative demand. This decrease comes mostly from im-
patient households that face stronger declines in their present discounted value of collateral.
These effects combine to a stronger and more prolonged business cycle.

What can be seen is that the robustness check version of the model much more closely follows
the baseline model than the extended one. Since the only difference between the robustness check
version and the extended model is housing supply data during estimation the differences must
come from there. This result matches the one from the forecasting analysis

Figure 9. Productivity Shock
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The second shock I analyze is a standard productivity shock shown in Figure 9. Again,
it shows the standard dynamics. As output and hence consumption increase, inflation falls,
which makes the central bank lower its policy rate. As it becomes relatively cheaper to borrow,
households and firms increase their level of borrowing from the deficit bank and total investment
surges. Simultaneously, because of increased house prices, borrowers present discounted value
of collateral increases, leading to a prolonged increase in housing demand.

The difference between the extended model and the other two models are less severe in the
case of the productivity shock. Output and consumption behave very comparably, while the
reaction of inflation is attenuated, leading also to a smaller response of the monetary authority
and thus lending rates. The most interesting difference is in the housing supply, which equals
demand, between the extended model and the robustness check version of it. While it increases
in the extended model, a reaction that would be expected following a technology shock and an
increase in economic activity, it falls on impact in the robustness check version of the model and
then only turns positive after around a year. The reason for this could be that in the robustness
check version of the model, house prices do increase substantially more, enabling borrowers to
even lower their demand for new houses in order to fund the desired level of consumption. And
they only increase their housing demand with the following upswing in real economic activity.
As can be seen in the responses of the baseline models housing sector, large changes in demand
and prices are not sufficient to alter the propagation in the way the extended model is capable
of.

Figure 10. Housing Demand Shock

The last shock analyzed here is the housing demand preference shock of households that
turns out to be crucial during the GFC, as can be seen in a historical shock decomposition
in Figure A8 in the appendix. A negative housing demand shocks leads to a big reduction
in housing supply and a persistent decrease in house prices. This, through the employment of
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workers in the construction sector and their consumption, gets propagated into the real economy
leading to a decrease in consumption and thus also output. Patient households also lower their
level of deposits at the surplus bank, which tightens conditions in the financial sector. At the
same time impatient households dramatically lower their loan demand, as it is used for housing
consumption. Overall, the drop in loan demand is much more pronounced and can be seen
as the main driver of friction in the financial market. Seeing this, the central bank lowers its
monetary policy rate to induce crowding-in effects and inflation drops slightly.

The difference between the extended model and the other two models is striking, showing
that the introduction of housing supply data during estimation helps properly identifying the
size of housing demand responses so crucial during the GFC. The same sized shock induces
a much stronger macroeconomic reaction in the extended model. Lower demand for housing
now leads to even stronger reduction in its supply, a variable that is observed and used during
estimation, which amplifies the responses just explained. Hence, HtM households work even
less, reducing their level of consumption and thus the overall stance of the economy, which gets
supplemented by frictions in the financial sector both from supply and demand side. Overall,
the business cycle movements, again, are exacerbated with bigger movements in output and
consumption. This also makes the central bank react stronger in lowering the policy rate. These
are all things, that could be seen in the forecasts presented before. Also, it can be seen that
this shock affects the demand side of the financial sector for households considerably more than
the supply side. In the sense that the size of changes in deposits is much smaller compared to
household loans, stemming in larger parts from persistent lower house prices and thus tighter
borrowing constraints.

5.7 Parameters Driving the Results

The previous sections have established that a model with an explicit and endogenous housing
supply sector combined with data on it during estimation is able, using real-time data, to better
forecast the output, inflation, and nominal interest rate dynamics during the Great Financial
Crisis. Furthermore, absent the additional information that housing supply data gives while es-
timating structural parameters, the extended model does mostly similar and sometimes even a
bit worse compared to its baseline counterpart. Furthermore, the extended model does produce
IRF’s that show exacerbated and prolonged business cycles. I showed in the previous section
that negative housing demand shocks can explain the GFC very well. This is a drop in housing
demand translates into the real economy through the consumption of HtM households, while
impatient households at the same time dramatically lower their loan demand, creating frictions
in the financial sector. Since the additional information translates into different posterior dis-
tributions for all parameter estimates, I compare these in this section to further get insights
into what drives these results. As the robustness check versions of the extended model do have
the same set of parameters in estimation but perform very similar to the baseline model, this
enables me to deduct crucial information. Figure 11 plots a subset of the posterior distributions
of the extended model, the baseline model, the two robustness check versions of the extended
model, and the the specific prior distribution for each parameter using for illustrative purposes
the sample with data up to 2008−Q4. This gives me the opportunity to see where the extended
model differs from both, the baseline model as well as the robustness check version of the ex-
tended model. Discrepancies can be seen and interpreted as a source of the drivers behind the
results. Here, only a subset of all structural parameters is analyzed. A complete list, including
plots, can be found in Appendix C.
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Figure 11. Prior and Posterior Distributions of the Baseline and Extended Model - Parameters

In a first step I analyze structural parameters that neither are shocks nor part of the AR(1)
processes of the shocks. Since the results of the forecasting exercise are strikingly different, I
expect to see that being visible in at least a subset of parameter posterior distributions. The
biggest and most striking difference can be seen in κw, the parameter measuring the quadratic
adjustment costs of the labor unions that set optimal wages. The extended model thus has
wages that are much more expensive to adjust and as a result get adjusted much less frequently,
translating into stronger business cycles as the economy takes longer to adapt to shocks. It
can be seen that the baseline model and the robustness check versions of the extended model
all have significantly smaller posterior distributions. The same, but less severely, holds true
for the parameter governing the cost of adjusting prices of the final goods, κp. It too is larger
in the extended model and covers a wider spectrum. Compared to the other three that are
more similar in size. This means that the additional data in the housing supply sector in
the model introduces adjustment costs that make it much more difficult to adjust wages and
prices. As a result, firms adjust their prices and primarily wages much more infrequently in
the extended model compared to the other ones. Furthermore, there are interesting aspects
about the parameters governing the habit formation of different agents in the models. Patient
households show a lower degree of consumption habit formation in the extended model, aP .
This does not only affect their consumption behavior, which is more volatile and therefore less
persistent in the extended model, but also the supply of deposits for the banking sector. The
decreased habit persistence can come from the fact that the financial side of the model demands
more volatile inflows of deposits coming from more uncertainty on the lending side as the supply
of loans moves more as a result of stronger business cycle fluctuations. Surplus banks want to
decrease their lending towards deficit banks observing their default probability increasing. This
is done by moving more funds into save government bonds but also by reducing their asked
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deposits from savers. This effect is combined with the amplified cycles that requires savers to
change their consumption and thus reduce persistence. The two robustness check versions of
the extended model follow the prior distribution much more closely and the habit parameter of
patient households is higher compared to the baseline and extended model, making savers habit
formation stronger. Two more crucial differences can be seen when observing habit formation of
impatient households and entrepreneurs, aI and aE respectively. For those two parameters the
baseline model and the robustness check versions of the extended model react almost identical
in the case of entrepreneurs’ habit formation and very similar for borrowers, while the extended
model puts a much higher value on habit formation for impatient households and a lower one
for entrepreneurs. Both of these agents act as borrowers in the economy as they obtain funding
from the banking sector. Since entrepreneurs are also building new real estate, a lower habit
formation can mean that since its supply and prices are volatile they are less certain about
future paths of their consumption and thus have to change it more often. This finding goes well
with the explanation of the lower habit formation parameter of the patient household supplying
deposits. Interestingly, wage and price indexation to their previous period’s level, ιw and ιp,
are relatively smaller compared to the other models. This means that the more prolonged
business cycles observed in the previous section do not come from large persistence in wages
and prices. The stronger business cycles do, however, stem from these pricing mechanisms. One
more observation is that surplus banks have it easier in adjusting deposit interest rates in the
extended model, compared to the other three. Since all four versions of the models use the same
data on deposits during their estimation this can mean that due to the lower adjustment costs
κd, the supply of deposits and thus of funds within the banking market has to be faster to adapt
to real macroeconomic changes. Or put differently, the surplus banks are only willing to pay
lower interest rates on deposits since they are less willing to forward it into the financial system
and for this to happen even accept lower markups. This creates an amplified negative effects
for borrowers. The central bank reacts very similarly across all models but there is one slight
difference. Its indexation to the previous periods’ nominal interest rate set, ϕR, is higher. There
are two possible explanations for this higher value. One is that the central bank in general keeps
its policy rate stable because it wants to and there are less striking deviations in prices and
output. Or second, that it is forced to keep them steady because of prolonged macroeconomic
conditions, in this case because of the GFC and the ZLB.
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Figure 12. Prior and Posterior Distributions of the Baseline and Extended Model - Standard
Deviation of Shocks

In the previous analysis I showed that the extended model is not only more capable of
forecasting the trajectories of important macroeconomic variables during the GFC but it also
increased its variance and thus the size of the projected paths in these forecasts. There are
two possible sources for this, one is the variability and size of the structural parameters that I
analyze above. The other is the size of the shocks that can potentially lead to this increased
uncertainty in the forecasts additionally to their trajectories.

As before, Figure 12 shows a subset of shocks that feature big differences in their posterior
distributions. The consumption preference shock in the utility functions of all three households,
σz, is noticeably larger for the extended model. This can drive the greater deviations in con-
sumption and thus output that were observed in the extended model forecasts of the GFC. In the
previous section I established the fact that patient households have to adjust their consumption
and savings behavior much more aggressively in the extended model, which now can also be seen
in this shock size. Another shock that is larger in the extended model is for the LTV-ratio of
the impatient household, σmI . This ratio gives the level of credits the borrowers can get from
banks given their discounted level of collateral. Thus, a larger overall shock means that this
transmission channel of funding from the financial sector is more volatile and impatient house-
holds do potentially find it more difficult to borrow based on unexpected changes in their ability
to take loans, which translates into their demand for housing and consumption. At the same
time impatient households want to keep their consumption levels comparatively more stable in
the extended model relative to the other models. Hence, greater variation and thus uncertainty
in their ability to finance the level of consumption while simultaneously being less willing to
adjust it leads to an overall reduction in their dependency from loans and thus a contraction in
overall consumption. As was seen with the much higher adjustment cost parameter governing
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the cost of changing wages, κw, firms find it more difficult to adjust their labor demand in the
face of macroeconomic fluctuations. This translates into a much higher wage markup shock in
the extended model, σl. The last remaining shock is the housing demand shock for households
that determines their preference for housing, σh. The previous section has shown that negative
housing demand shocks have severe effects on the economy and are partially responsible for the
huge downturn during the GFC. This is enhanced by the fact that the posterior distribution
of the housing demand shock is larger compared to the other ones. It thus, does not only im-
ply stronger macroeconomic reactions, especially on output and the financial system through
deposits, but also is increased in size. The remaining shocks are either very similar across all
models, such as the markup shock, σy, the markup shock for loans to impatient households, σbI ,
and the monetary policy shock, σR. Or they are similar between the extended model and either
one of the robustness check versions. However, to see the main drivers behind the forecasting
power of the extended model I do not consider those shocks. Even if they differ to the baseline
model, I have established before that it is a combination of model and additional information
through the data as the forecasts of these models were much closer to the baseline model. Thus,
when the two robustness check versions of the extended model have similar posterior densities
for some shocks, they are not crucial in the sense that they drive the results. These shocks
include the markup shock for loans to entrepreneurs, σbE , the balance sheet shock of the deficit
bank, σkb, and the productivity shock in the housing supply sector, σah.

Overall, there are two crucial aspects that can be identified as main drivers of the results.
The first is the difficulty of firms to adjust prices and especially wages. Thus, the baseline
model clearly underestimates the persistence in prices and wages and how crucial they are in
transmitting shocks through the economy. Prices are only slightly more expensive to adjust but
wages show a dramatic increase in adjustment costs. In these kind of models, adjustment costs
are a proxy for how frequent prices and wages can be changed and this result thus shows that
firms had trouble adjusting prices but more importantly wages over the observed sample. It is
well know that wages tend to be much more downward rigid and hence are more difficult to
lower during times of an economic downturn as analyzed here. The other aspect comes from
housing demand as the last two sections have shown. The extended model identifies overall
larger housing demand shocks that crucially transmit into the real and financial side of the
economy. Thus, with more volatile consumption because of negative housing demand shocks,
savers reduce their habit formation parameter and thus make their supply of deposits more
flexible. The same reason makes impatient households reduce their demand for loans, even in
a stronger way, which increases troubles in the financial market. Lower demand for housing
also reduces housing supply, that again propagates quickly into the real economy through the
consumption of HtM households.

5.8 Forecasting the COVID-19 Pandemic

Recent events surrounding the COVID-19 pandemic and its effect on the economy have led to
a new crisis around the world that macroeconomists try to understand through the lenses of
various models. The extended model described above does not feature aspects regarding the
transmission of a pandemic on the economy such as for instance Eichenbaum et al. (2021).Thus, I
do not expect that neither the baseline nor the extended model are able to forecast the beginning
and the transmission of the 2020 crisis. They can nonetheless be used to check what it would
have forecasted, especially during the recovery and the following quarters where lockdowns and
supply chain issues led to tremendous uncertainty. Hence, in this section I do a short but similar
comparison to the main part of the paper, comparing the extended and baseline model forecasts
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during the beginning of the COVID-19 pandemic and its follow-up.11

Figure 13 shows the quarter to quarter real GDP growth between Q1 of 2020 and Q4 of
2020, the occurrence of COVID-19. The corresponding plots for the nominal interest rate and
the inflation rate can be found in Appendix A as Figures A6 and A7 respectively. To achieve
this, I extend the data set used before to include the required periods and also extend the zero
lower bound expectations data used by Kulish et al. (2017) and explained in Section 4.2. There
is a second ZLB period starting in Q2 of 2020 that has to be taken into account while estimating
and forecasting the models. Thus, there are now two sets of zero lower bound periods in the data
set. Appendix A also includes plots on the difference between prior and posterior distributions
of the expected zero lower bound expectations from the estimation with data up to Q4 of 2019.

Looking at Figure 13 it can be seen that the two models forecast very similar paths for output
growth during the large movements of the pandemic. Both of these models are of course not able
to forecast the large drop in output as the COVID-19 shock could not have been anticipated.
What they can be used for is how they anticipate the recovery of the huge shock, which can
be seen in the forecasts from Q3 of 2020. They do again predict a very similar movement of
real GDP growth where the extended model is only slightly lower. Interestingly, the variation
in both forecasts is much more similar, indicating that both models have comparable accuracy
during this time. This result evidently changes in Q4 of 2020. The variation of the extended
models’ forecasts are considerably larger compared to the ones of the baseline model. Here it also
begins that the two models show different trajectories. As I showed for the case of the GFC, the
extended model has much larger deviations while the baseline model always shows strong and
consistent mean reversion. The extended model overshoots the actual outcome before moving
back to mean.

What can be said is that the two models perform very similarly during tranquil times. A
success as it has been shown that larger models with financial frictions tend to perform worse
when there is no crisis. The extended model, even while overshooting in some cases, is still able
to capture some of the effects that started to occur toward the end of 2020 when lockdowns and
supply chain issues began to increase uncertainty.

11In appendix D, I also show a forecast of the extended model with the most up-to-date data available at the
time of writing (Q1 of 2023).
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Figure 13. Forecasts for Quarter to Quarter Real GDP Growth during COVID-19

6 Conclusion

In summary, the Great Financial Crisis (GFC) exposed flaws in prevailing macroeconomic mod-
els, spurring crucial enhancements. Notably, the financial sector and real estate sector gained
prominence. However, housing supply in DSGE models received limited attention. This study
emphasizes the importance of incorporating housing supply data for accurate forecasting during
economic crises. A sophisticated DSGE model integrating financial frictions and an endoge-
nous housing supply sector is constructed, demonstrating its superiority in forecasting the GFC
compared to baseline models. Analysis of estimation results underscores the role of negative
housing demand shocks and increased adjustment costs in understanding the crisis dynamics.
Additionally, the paper explores unconventional monetary policies like forward guidance and
contributes to forecasting comparisons in macroeconomic research. The integration of finan-
cial frictions and an endogenous housing supply sector represents a significant advancement in
macroeconomic modeling, offering a more comprehensive understanding of economic dynamics
during crises.
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Boscá, J. E., R. Doménech, J. Ferri, R. Méndez, and J. F. Rubio-Ramı́rez, “Financial
and fiscal shocks in the great recession and recovery of the Spanish economy,” European
Economic Review, August 2020, 127, 103469.
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A Appendix: Tables and Figures

Appendix Table A1. Prior and Posterior Distribution - Standard Deviations of Innovations of
Shocks

Estimation of the Extended Model on Data available up to 2008-Q4

Parameter Description Prior Shape Post Mean Post Mode 90 % HPD

σz Consumption Preference Γ−1 [0.01, 0.05] 0.168 0.161 [0.134, 0.201]
σh Housing Preference Γ−1 [0.01, 0.05] 0.034 0.032 [0.023, 0.044]

σm
I

Impatient HH - LTV Γ−1 [0.01, 0.05] 0.030 0.030 [0.026, 0.034]

σm
E

Entr. - LTV Γ−1 [0.01, 0.05] 0.076 0.069 [0.052, 0.097]

σa
E

Entr. TFP Γ−1 [0.01, 0.05] 0.006 0.006 [0.004, 0.009]
σl Wage Markup Γ−1 [0.01, 0.05] 0.234 0.227 [0.186, 0.280]
σqk Investment Efficiency Γ−1 [0.01, 0.05] 0.021 0.021 [0.018, 0.024]
σy Price Markup Γ−1 [0.01, 0.05] 0.010 0.007 [0.004, 0.017]
σbI HH Interest Rate Markup Γ−1 [0.01, 0.05] 0.010 0.007 [0.004, 0.016]
σbE Entr. Interest Rate Markup Γ−1 [0.01, 0.05] 0.351 0.337 [0.251, 0.446]
σd Deposit Markdown Γ−1 [0.01, 0.05] 0.011 0.007 [0.004, 0.019]
σr Monetary Policy Γ−1 [0.01, 0.05] 0.002 0.002 [0.002, 0.002]
σG Government Spending Γ−1 [0.01, 0.05] 0.012 0.007 [0.004, 0.022]
σkb Balance Sheet Γ−1 [0.01, 0.05] 0.085 0.085 [0.075, 0.095]

σa
H

Entr. Housing TFP Γ−1 [0.01, 0.05] 0.009 0.009 [0.009, 0.010]

Appendix Table A2. Prior and Posterior Distribution - AR(1) Parameters
Estimation of the Extended Model on Data available up to 2008-Q4

Parameter Description Prior Shape Post Mean Post Mode 90 % HPD

ρz Consumption Preference B [0.8, 0.1] 0.65 0.65 [0.55, 0.75]
ρh Housing Preference B [0.8, 0.1] 0.96 0.96 [0.94, 0.98]

ρm
I

Impatient HH - LTV B [0.8, 0.1] 0.90 0.91 [0.85, 0.96]

ρm
E

Entr. HH - LTV B [0.8, 0.1] 0.47 0.47 [0.37, 0.57]

ρa
E

Entr. TFP B [0.8, 0.1] 0.83 0.85 [0.75, 0.92]
ρl Wage Markup B [0.8, 0.1] 0.92 0.92 [0.88, 0.96]
ρqk Investment Efficiency B [0.8, 0.1] 0.78 0.80 [0.68, 0.89]
ρy Price Markup B [0.8, 0.1] 0.80 0.84 [0.65, 0.95]
ρbI HH Interest Rate Markup B [0.8, 0.1] 0.81 0.85 [0.65, 0.96]
ρbE Entr. Interest Rate Markup B [0.8, 0.1] 0.93 0.93 [0.90, 0.95]
ρd Deposit Markdown B [0.8, 0.1] 0.80 0.87 [0.64, 0.96]
ρG Government Spending B [0.8, 0.1] 0.82 0.87 [0.67, 0.96]
ρkb Balance Sheet B [0.8, 0.1] 0.93 0.93 [0.89, 0.96]

ρa
H

Entr. Housing TFP B [0.8, 0.1] 0.86 0.87 [0.80, 0.92]
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Appendix Table A3. Calibrated Parameters
Baseline Model

Parameter Description Value

βP Patient HH Discount Factor 0.9925
βI Impatient HH Discount Factor 0.975
βE Entr. Discount Factor 0.975
δ Depreciation Rate of Physical Capital 0.025
α Capital Share 0.33
µ Share of Patient HH’s in Production 0.8
ϕ Inverse of Frisch Elasticity 1
π̄ Steady State Inflation 1
ψ1 Degree of Capital Utilization 0.0483
ψ2 Degree of Capital Utilization 0.00483
νb Basel II Capital Requirement 0.11
δb Depreciation Rate of Bank Capital 0.145
Ω Share of Profits Invested into New Bank Capital 1
ε̄y Markup in Goods Market 6
ε̄l Markup Labor Market 5
ε̄d Elasticity of Substitution of Deposits -1.6725
ε̄bh Elasticity of Substitution of HH Loans 2.3969
ε̄be Elasticity of Substitution of Entr. Loans 2.6091
mI HH LTV Ratio 0.75
mE Entr. LTV Ratio 0.5
χdb Deficit Bank Default Cost 139.3
ḡ Government Expenditure Steady State Share 0.2
κkb Capital Requ. Adj. Cost 1.465
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Appendix Table A4. Prior and Posterior Distribution - Structural Parameters
Estimation of the Baseline Model on Data available up to 2008-Q4

Parameter Description Prior Shape Post. Mean Post. Mode 90 % HPD

aP Habit Patient HH B [0.5, 0.1] 0.3749 0.2546 [0.2517, 0.4912]
aI Habit Impatient HH B [0.5, 0.1] 0.4711 0.4570 [0.2974, 0.6554]
aE Habit Entr. B [0.5, 0.1] 0.9033 0.9257 [0.8664, 0.9393]
ιw Wage Indexation B [0.5, 0.15] 0.3503 0.4507 [0.2043, 0.4853]
ιp Price Indexation B [0.5, 0.15] 0.2070 0.1372 [0.0589, 0.3503]
κp Price Stickiness Γ [50, 20] 12.9363 13.5464 [5.3539, 20.7881]
κbI HH Rate Adj. Cost Γ [6, 2.5] 8.5235 3.8939 [3.4190, 13.6231]
κbE Entr. Rate Adj. Cost Γ [3, 2.5] 4.5878 4.4434 [0.4278, 8.4701]
κd Deposit Rate Cost Γ [10, 2.5] 11.7051 11.3328 [7.0961, 16.0880]
κi Investment Adj. Cost Γ [2.5, 1] 12.0980 12.3333 [9.6170, 14.4404]
κw Wage Stickiness Γ [50, 20] 117.8535 197.7137 [67.4401, 181.6599]
Θ Monitoring Cost Γ [0.1, 0.05] 0.0741 0.0455 [0.0472, 0.1020]
ϕR Taylor Rule Coeff. on R B [0.75, 0.1] 0.7690 0.7693 [0.7289, 0.8051]
ϕπ Taylor Rule Coeff. on π Γ [2, 0.5] 2.6786 2.6634 [2.1961, 3.1400]
ϕy Taylor Rule Coeff. on y N [0.1, 0.15] 0.5778 0.6998 [0.3860, 0.7720]

Appendix Table A5. Prior and Posterior Distribution - Standard Deviations of Innovations of
Shocks

Estimation of the Baseline Model on Data available up to 2008-Q4

Parameter Description Prior Shape Post Mean Post Mode 90 % HPD

σz Consumption Preference Γ−1 [0.01, 0.05] 0.0111 0.0097 [0.0085, 0.0135]
σh Housing Preference Γ−1 [0.01, 0.05] 0.0151 0.0157 [0.0083, 0.0219]

σm
I

Impatient HH - LTV Γ−1 [0.01, 0.05] 0.0106 0.0101 [0.0085, 0.0126]

σm
E

Entr. - LTV Γ−1 [0.01, 0.05] 0.0143 0.0145 [0.0094, 0.0189]

σa
E

Entr. TFP Γ−1 [0.01, 0.05] 0.0042 0.0030 [0.0028, 0.0056]
σl Wage Markup Γ−1 [0.01, 0.05] 0.0564 0.0547 [0.0321, 0.0855]
σqk Investment Efficiency Γ−1 [0.01, 0.05] 0.0186 0.0157 [0.0154, 0.0219]
σy Price Markup Γ−1 [0.01, 0.05] 0.0046 0.0053 [0.0024, 0.0067]
σbI HH Interest Rate Markup Γ−1 [0.01, 0.05] 0.0120 0.0112 [0.0037, 0.0202]
σbE Entr. Interest Rate Markup Γ−1 [0.01, 0.05] 0.1807 0.0084 [0.1242, 0.2426]
σd Deposit Markdown Γ−1 [0.01, 0.05] 0.0105 0.0125 [0.0039, 0.0177]
σr Monetary Policy Γ−1 [0.01, 0.05] 0.0023 0.0021 [0.0019, 0.0026]
σG Government Spending Γ−1 [0.01, 0.05] 0.1464 0.1399 [0.1169, 0.1738]
σkb Balance Sheet Γ−1 [0.01, 0.05] 0.0521 0.0531 [0.0455, 0.0585]
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Appendix Table A6. Prior and Posterior Distribution - AR(1) Parameters
Estimation of the Baseline Model on Data available up to 2008-Q4

Parameter Description Prior Shape Post Mean Post Mode 90 % HPD

ρz Consumption Preference B [0.8, 0.1] 0.8493 0.8072 [0.7753, 0.9228]
ρh Housing Preference B [0.8, 0.1] 0.9878 0.9936 [0.9796, 0.9966]

ρm
I

Impatient HH - LTV B [0.8, 0.1] 0.8863 0.9226 [0.7912, 0.9792]

ρm
E

Entr. HH - LTV B [0.8, 0.1] 0.9127 0.9565 [0.8654, 0.9634]

ρa
E

Entr. TFP B [0.8, 0.1] 0.8790 0.9045 [0.8153, 0.9394]
ρl Wage Markup B [0.8, 0.1] 0.9243 0.9923 [0.8748, 0.9750]
ρqk Investment Efficiency B [0.8, 0.1] 0.4331 0.3556 [0.3187, 0.5520]
ρy Price Markup B [0.8, 0.1] 0.7997 0.9338 [0.6474, 0.9589]
ρbI HH Interest Rate Markup B [0.8, 0.1] 0.8042 0.6924 [0.6571, 0.9593]
ρbE Entr. Interest Rate Markup B [0.8, 0.1] 0.8539 0.8556 [0.7931, 0.9203]
ρd Deposit Markdown B [0.8, 0.1] 0.7957 0.6831 [0.6595, 0.9586]
ρG Government Spending B [0.8, 0.1] 0.5789 0.6945 [0.4528, 0.6982]
ρkb Balance Sheet B [0.8, 0.1] 0.9459 0.9528 [0.9119, 0.9810]

Appendix Figure A1. Prior vs. Posterior of Expected Zero Lower Bound Durations 2009-Q1
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Appendix Figure A2. Prior vs. Posterior of Expected Zero Lower Bound from Q4-2019

Appendix Figure A3. Prior vs. Posterior of Expected Zero Lower Bound from Q4-2019
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Appendix Figure A4. Prior vs. Posterior of Expected Zero Lower Bound from Q4-2019

Appendix Figure A5. Forecast of the Inflation Rate - No Smoothing
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Appendix Table A7. Root Mean Squared Errors
Without Forecasts from Q1-2008

h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 h = 7 h = 8

Output

Extended Model 1.1338 3.1966 4.3533 3.8626 1.6467 1.0608 1.1120 1.5923
Beseline Model 3.8878 4.6498 4.7756 3.7148 1.7201 1.5154 1.5491 1.1206
SPF 1.7723 3.6678 4.9399 5.3360 4.3956

Interest Rate

Extended Model 0.8024 0.9048 1.1170 1.0966 1.0627 1.0805 1.1348 1.2148
Beseline Model 1.2315 1.9976 2.6956 3.0844 3.3624 3.5938 3.7741 3.9159

Inflation

Extended Model 0.4363 0.2753 0.1422 0.1873 0.1914 0.2707 0.3316 0.3649
Beseline Model 0.4151 0.3451 0.3742 0.4123 0.3937 0.3748 0.3231 0.2236

Appendix Figure A6. Forecasts for the Nominal Interest Rate during COVID-19
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Appendix Figure A7. Forecasts for the Inflation Rate during COVID-19
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Appendix Figure A8. Historical Shock decomposition of GDP

Figure A8 shows the main shocks driving the deviations of real GDP in the extended model.
Some aspects to consider are that the solid line depicts real GDP as created from the Kalman
smoother based on the estimation with data up to Q1 of 2009. It furthermore depicts only those
shocks that contributed in a significant way to the change of real GDP. What can be seen is
that the main three shocks that drove GDP down during the GFC are the housing preference
shock, the markup shock on entrepreneur loans, and the housing productivity shock. At the
same time, it can be seen that the monetary policy shock counteracts by increasing real GDP,
as do the consumption preference shock and the markup shock on wages.
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B Appendix: Data Sources

All data series’ and vintages are taken from ALFRED and explained below. Their respective
handles are in the brackets.

Population Level: (POPTHM), Thousands of Persons, Not Seasonally Adjusted
Federal Funds Effective Rate: (DFF), Percent, Not Seasonally Adjusted
Fixed Private Investment: (FPI), Billions of Dollars, Seasonally Adjusted Annual Rate
Private Residential Fixed Investment: Private Residential Fixed Investment (PRFI), Bil-
lions of Dollars, Seasonally Adjusted Annual Rate
Private Nonresidential Fixed Investment: (PNFI), Billions of Dollars, Seasonally Adjusted
Annual Rate
Real Gross Domestic Product: (GDPC1), Billions of Chained 2012 Dollars, Seasonally Ad-
justed Annual Rate
All-Transactions House Price Index for the United States: (USSTHPI), Index 1980:Q1=100,
Not Seasonally Adjusted
Gross Domestic Product: Implicit Price Deflator: (GDPDEF), Index 2012=100, Sea-
sonally Adjusted
Average Hourly Earnings of Production and Nonsupervisory Employees, Total Pri-
vate: (AHETPI), Dollars per Hour, Seasonally Adjusted
Households and Nonprofit Organizations; Loans; Liability, Level: (HNOLL), Millions
of Dollars, Not Seasonally Adjusted
Nonfinancial Corporate Business; Loans; Liability, Level: (NCBLL), Millions of Dollars,
Not Seasonally Adjusted
Households and Nonprofit Organizations; Total Currency and Deposits Including
Money Market Fund Shares; Asset, Level: (DABSHNO), Billions of Dollars, Not Season-
ally Adjusted
New Privately-Owned Housing Units Completed: Total Units: (COMPUTSA), Thou-
sands of Units, Seasonally Adjusted Annual Rate

Appendix Table B1. Data Vintages - ALFRED

Name 07-Q4 08-Q1 08-Q2 08-Q3 08-Q4 09-Q1

POPTHM 28.02.08 29.05.08 28.08.08 25.11.08 27.02.09 29.05.09
DFF 20.02.08 09.05.08 07.08.08 07.11.08 17.02.09 15.05.09
FPI 28.02.08 29.05.08 28.08.08 25.11.08 27.02.09 29.05.09
PRFI 28.02.08 29.05.08 28.08.08 25.11.08 27.02.09 29.05.09
PNFI 28.02.08 29.05.08 28.08.08 25.11.08 27.02.09 29.05.09
GDPC1 28.02.08 29.05.08 28.08.08 25.11.08 27.02.09 29.05.09
USSTHPI 25.08.10 25.08.10 25.08.10 25.08.10 25.08.10 25.08.10
GDPDEF 28.02.08 29.05.08 28.08.08 25.11.08 27.02.09 29.05.09
AHETPI 01.02.08 02.05.08 01.08.08 07.11.08 06.02.09 08.05.09
HNOLL 18.09.15 18.09.15 18.09.15 18.09.15 18.09.15 18.09.15
NCBLL 18.09.15 18.09.15 18.09.15 18.09.15 18.09.15 18.09.15
DABSHNO 10.06.10 10.06.10 10.06.10 10.06.10 10.06.10 10.06.10
COMPUTSA 16.03.11 25.08.10 25.08.10 25.08.10 25.08.10 25.08.10
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As can be seen from Table B1, there are five data series that are not used with real-time
vintages but later releases and thus already include some form of revision. One reason for these
data choices is that they are also used in similar work and thus I rather keep it comparable
in this regard compared to having real-time data everywhere, which in some cases is not even
available. For some data this is more crucial than for others. USSTHPI, the price index for
houses in the U.S. and COMPUTSA, the new houses completed, are a price index and a fixed
number (level) that is easy to count. Hence, those two do not get revised post release date. This
leaves the household and business loans, HNOLL and NCBLL, as well as deposits, DABSHNO,
that do run through some sort of revision process and could potentially differ.

Appendix Figure B1. Comparison of HNOLL, NCBLL, and DABSHNO

Figure B1 shows the three data vintages available for HNOLL, NCBLL, and DABSHNO that
are most widely apart. The first is the one used in the first forecasting exercise from 18.09.15
or 10.06.10 and the second is the last one available from 09.12.22 or 09.09.2022. This last one
is chosen to show the biggest possible difference over time and through revisions. The data has
been treated the same way as for the estimation/forecasting, i.e. it is treated with the GDP
deflator, the population, and made stationary with the one-sided HP-filter. The period shown
here is the one used up to Q1 of 2009. It can be seen that even with the biggest possible
difference, these two series’ on loans do not change dramatically. Hence, I can be relatively
confident that this choice does not alter the results in a meaningful way. Of course, it is not
possible to systematically show the differences a vintage from 2009 would have, so this can only
be seen as an approximation. During a robustness check analysis I also used different measures
of household and firm lending, which gave similar results in the estimation. Household deposits
show the biggest variation but it also starts already in 2010 and not 2015 like the other two
series’. It is thus a much longer horizon between the two points to revise the data. Another
point is that it is relatively close to the time period used in the estimation and so can be seen as
a better approximation. Also the revised data from 2022 shows stronger reactions, which would
only, if at all, increase and strengthen the results shown in the paper.
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C Appendix: Robustness Check Continued

Here, I continue the robustness check analysis from the main text and plot all parameters,
including those not shown before.

Appendix Figure B2. Prior and Posterior Distributions of the Baseline and Extended Model -
Parameter
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Appendix Figure B3. Prior and Posterior Distributions of the Baseline and Extended Model -
Standard Deviation of Shocks
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Appendix Figure B4. Prior and Posterior Distributions of the Baseline and Extended Model -
AR

The last set of parameters stem from the first-order autoregressive processes governing the
shocks. Here, I focus on comparing the shock persistences to their sizes analyzed before. It can
happen that shocks are on average smaller but much more persistent in one model compared
to other models. Or, on the other hand, relatively larger while being less persistent. Both of
these scenarios, among other possibilities, potentially have sizable effects on the economy. The
preference shifter shock, σz, that I found to be much larger is simultaneously less persistent over
time. The sample includes the large output fluctuations of the GFC, suggesting that agents
have to accept large deviations of their consumption possibilities during the analyzed periods.
Other shocks like the one changing the LTV-ratio of impatient households, σmI , are not only
larger in size but also as or even more persistent compared to the other models. As the present
discounted value of housing governed the impatient households’ ability to borrow, this combi-
nation of larger and longer lasting shocks definitely plays a role in the prolonged downturn that
the extended model is able to forecast. The wage markup shock, σl, that is considerably larger
in the extended model is also very persistent. This, however, also holds true for the baseline
model. Again, this shows how crucial the labor market situation is that can be captured in the
extended model in that firms face large shocks to their markups but at the same time cannot
adjust wages quickly. The shock to the efficiency of investment for capital used in production of
intermediate goods and new houses, σqk, is found to be only slightly larger in the extended model
but is considerably more persistent. Meaning that the creation of new capital is also playing
a crucial role as the demand for it is much more volatile given the strong reactions in output.
The deposit rate markup shock σd is not only larger but also more persistent, making it more
difficult for surplus banks to adjust the price of deposits given the quickly changing environment.
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D Appendix: Most Recent Forecast

The last forecast that I analyse here is with data up to Q1 of 2023, i.e. the most recent
observations available in the time of writing. Since the extended model has fared well during
the GFC, and one big reoccurring topic in 2022 and 2023 has been the housing sector within
the inflation surge, I want to see how it forecasts the three macroeconomic variables examined
before. What can be seen in Figure B5 is that according to the extended model, the U.S.
economy goes into a very mild recession before seeing positive growth again toward the end of
2023. This coincides with a halt in rate increases as inflation is coming down.

Appendix Figure B5. Forecasts from Q2 of 2023
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